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The chess-board is the world , the
pieces are the phenomena of the
universe, the rules of the game
are what we call the laws of
Nature. The player on the other
side is hidden from us. We know
that his play is always fair ,
just , and patient. But also we
know , to our cost , that he never
overlooks a mistake or makes the
smallest allowance for ignorance.

Thomas H. Huxley , ~~~ Sermons,Addresses and Reviews (1870)

p
We do not have a simple event A
causally connected with a simple
event B, but the whole background
of the system in which the events
occur is included in the concept ,

P and is a vital part of it.

Percy W. Bridgman, The Logic
of Modern Physics (1927)
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FOREWORD

I
Twenty-five years ago in graduate school I refused to do

an experiment for a professor because I didn’t think the two-

factor study would prove anything and because I didn ’t know
P how to include nine important factors in the same experiment ,

except at exorbitant costs. Since then, I have spent a great
deal of time trying to find ways of including more factors in
a single experiment since, to do less, I believe , seldom
provides much useful information .

About a decade ago I caine across some novel designs in

papers by G. E. P. Box; three years later I obtained a contract

to look into improved methods of doing psychology experiments.

While Box ’s work was directed more toward research in the
chemical engineering industry, it contained many features that
made it particularly appropriate for research in engineering
psychology. Even more important than his ingenious experi-

mental designs was his research strategy. From then on, each
li terature search revealed other techniques never mentioned in
school -- and still aren ’t in psychology departments -- which
would give an experimental psychologist exceptional power in
sampling an experimental space economically and in analyzing
the data more completely . I became aware of the works of

Daniel, Hoerl and Kennard, and Gnanadesikan, to name a few.
I began to collect classes of techniques -- economical data
sampling methods, methods of minimizing irrelevant effects,
and methods of analyzing correlated data and handling multiple

responses. A whole new way of doing experiments presented

itself and for the first time I realized it was practical to

do an experiment in which twenty or thirty factors could be

manipulated, and critical , uncontrolled variables included.
Instead of a mere smorgasbord of techniques, I recognized the

nucleus for an approach that represented an oblique departure

from traditional experimental psychology.

V
I
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Less than two years ago, I finally realized that all of

• these methods actually fit into a connected pattern, a para-
digm for research, that combines the most effective features

of experiments in which variables are manipulated and

controlled and of studies in which data is recorded as it

P occurs and analyzed for understanding later. Furthermore ,

although combining these two approaches has been a dream of

other psychologists -- most recently Cattel and Royce -- my
paradigm is the first to keep the integrity of the “scientific ”

method -- manipulation and control -- intact, while working in
the context of a holistic philosophy . For the first time,
insofar as I know , it is possible to include twenty-five,

fifty, or even one-hundred factors in a single experiment and

derive a mathematical equation defining an operational space

from laboratory data. Equally important is the fact that this

can be done with an incredible economy in data collection.

The paradigm is viable and practical.

This report provides a somewhat prosaic overview of the

paradigm. It tells why and what, but not how. “How” must be

learned by reading the earlier reports that I have written and

some of the original papers from which the techniques were

taken, or by attending my “advanced methodologies ” seminar.

While experience will probably bring changes in specific tac-

tics , the general philosophy and strategy should remain intact.

Though some refinement may be required , for all practical

purposes, an informed investigator could use the paradigm
immediately. If the paradigm is used -- properly -- I am
convinced that it will markedly improve the quality and

utility of experimentally derived information , and will do so

in a highly cost-effective manner.

Charles W. Simon
• 1977

• vi
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I. INTRODUCTION

Thousands of psychologists perform and publish
rigorous experiments each year. It is difficult to believe

that so many can play the game (Dunnette , 1966 , p 344) as
strongly as they do without believing that their work has

some social significance . Yet, unless they are totally

isolated from the “real world,” they cannot fail to realize
that most of the data being generated is seldom used and,

in fact, is often useless. The results from formal

psychology experiments have generally failed to provide
the data needed to quantitatively predict performance

under operational situations. Furthermore , it has not been
possible to combine experimental results from related
studies into a single cohesive, quantitative data base.

For over a decade, articles have been published in the

American Psychologist and other psychology journals , that
are critical of our research results and some of our most

cherished methodologies. And yet , in these same journals ,
papers continue to appear that perpetuate the flood of
trivial data and improper and inappropriate techniques. The

situation has progressed to a point where persons outside the

psychological community are reacting and rejecting what was

once considered to be time-honoied “science.”

Analysis of the traditional methods of performing
rigorous (“scientific”) psychology experiments reveals grossly

inadequate rituals, shibboleths , and methods. Experiments in

which the primary variables are manipulated have studied far

too few factors to ever expect to account for performance1
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variations under operational conditions, and too of ten , these

few factors have had only trivial effects.

For historical (and to some extent hysterical) reasons
psychologists have nurtured a research paradigm for over
one-hundred years that, on average , has failed to do the job
intended and desired. In the face of mounting criticism ,

the old paradigm has persisted -- the result of indifference ,
inertia , ignorance , and most of all , a f ailure to f ind a
fully satisfactory alternative .

In this report, the need for a new paradigm, its
desirable features, and description , will be presented . Its

use will markedly improve the accuracy with which performance

under operational conditions can be predicted from experi-
mental data and will provide the information needed to build
a quantitative data base.

CONTENTS OF THIS REPORT

There are twelve sections to this report. The purpose of

the second section is to present to those readers who remain
complacent about the informative and social value of formal
psychological experimentation , the growing evidence that

all is not well. While we produce many experiments, we do
not produce much useful information . To quote Koch (1969,

p 66), “Throughout psychology ’s history as ‘science ,’ the
hard knowledge it has deposited has been uniformly negative.”

In this first section, prominent psychologists and non-
psychologists who warn, compla in , or criticize to some degree
the failure of our scientific data are quoted. While the

sample is small , its blue-ribbon quality is impressive. In

or out of context, these quotations signal the need for change.

2
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The third section takes a sharp look at the traditional

approach to engineering psychology . If a change of experi-

mental paradigm is necessary , some understanding of why

that is so is needed first. Revered concepts and rituals

that psychologists have lived with for more than a century

in the belief that these make psychology a “science ” and

science makes everything right are examined (briefly)

critically. Hallowed principles of good research are
questioned and found wanting when “good” refers to the
quality of the experimental data rather than to the degree
to which certain procedures are carried out ceremoniously .

Bakan (1965, p 1R9) wrote regarding the experimental psy-

chologist’s love affair with “hypothesis testing” : “One is

tempted to think that psychologists are often like children
playing cowboys. When children play cowboys they emulate

them in everything but their main work , which is taking care
of cows. The main work of the scientist is thinking and

making discoveries of what was not thought beforehand .

Psychologists often attempt to ‘play scientist’ by avoiding

the main work.”

The fourth section points out the differences between

the two principal empirical approaches to the understanding

of human behavior. Cronbach (1957) labeled them “experi-

mental,” wherein behavior was studied by manipulating it, and

“correlational, ” wherein on-going behavior was analyzed.
Since the time psychology became accepted as a science over a

century ago, Experimentalists and Correlationists have been
“strangers in Paradise,” but unwilling to hold hands in spite

of occasional efforts over the years to encourage it. Each

of these disciplines has some good information—gathering

3
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features which, if combined, could better serve the experi-
mentalists ’ purpose. Arguments supporting the benefits of

merging are put forth, but from the point of view of the

Experimentalist.

The fifth section introduces a new paradigm for

“scientific research.” “An experiment is only a subdesign

within the larger design of a total scientific investigation”

(Cattell , 1966a, p 11). Even to understand and predict human

behavior in a single task, the information-gathering process

must take several forms as the investigation progresses.

The course of the research program and the methodologies

required for each phase are described. The chief feature of

the new paradigm is its ability to handle a very large

multifactor problem in all its complexity and investigate it

systematically using classical manipulative techniques.

Philosophy, strategy , and techniques are brought together to
create an alternative and more viable paradigm for formal
psychological experimentation , particularly as it is
employed in human factors engineering research.

The sixth, seventh, eighth, ninth, and tenth sections
each cover a different phase of the paradigm. These involve:

defining the problem , identifying the critical variables,
developing the response surface, refining the equation, and

verifying the experimental results, respectively .

The final two sections are the conclusions and the

references.

4
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REFERENCING POLICY

In this report, an attempt has been made to provide a
description of a complete paradigm which , in fact, has not
been completed. Some techniques discussed here have been

investigated over the past seven years fcr the sole purpose
of melding them into an overall research methodology ; some

have not. This distinction is reflected in the referencing

procedure. Where methods have been culled , modified, and
integrated into the advanced methodology approach by Simon,

reference will be made to his reports rather than to the

original papers from which the techniques were borrowed.

Where methods have not been fit specifically into the new

paradigm, but are included here since they appear to be
appropriate , reference will be made to the authors of the
original papers. This policy is intended to provide the

C reader with the information in its most relevant form. Once

the overall approach is understood, the reader may wish to
review all original papers, including those found as refer-

ences in Simon’s reports.
C

I
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II. THE GROWING DISCONTENT

While some psychologists have always been concerned with

applied problems, the majority of those who taught and did
research before World War II did so mainly to satisfy their

own individual curiosities and to publish. Today, behavioral
research has become big business. The federal and state

governments support most of the research performed by psy-

chologists. Large laboratories in university and military

organizations produce research structured to governmental needs

and even “basic” research must be mission-oriented (Bryan,
1972). Today relevance has become the key word ; pressure

both within and outside the psychological community has
increased for research results that can be used to solve the

practical problems faced by a complex society . Both prac-

titioners and scientists are being besieged for useful
information.

The lack of useful experimental results is bringing

about what Deese (1972, p 1) refers to as a “state of crisis”

in psychology. The extent of this crisis is reflected in

the warnings from prominent psychologists in many fields as
well as those outside the psychological community. Only a

few of these will be cited here.

PSYCHOLOGY IN A CRISIS

In 1952, the American Psychological Association appoin-

ted Sigmund Koch to plan and direct a study of the status of

psychology . The study, subsidized by the National Science

6



Foundation , brought together about 80 scientists to assess
the facts , theories , and methods of psychology . Seventeen

years later , Koch (1969 , p 14) summarized his personal

feelings regarding the “science of psychology” in this way:

Whether as a ‘science ’ or any kind of
coherent discipline devoted to the
empirical study of many, psychology has
been misconceived . This is no light
matter for me to confess after a 30-year
career given to exploration of the pros-
pects and conditions for psychology
becoming a significant enterprise.

But the massive 100-year effort to erect
a discipline given to the positive study
of man can hardly be counted a triumph.
Here and there the effort has turned up
a germane fact, or thrown off a spark of
insight, but these victories have had an
accidental relation to the programs
believed to inspire them, and their sum
total over time is heavily over—balanced
by the pseudo-knowledge that has
proliferated.

George Miller (1969), in his presidential address to the

American Psychological Association, noted that while scien-
tific psychology has the tremendous potential to influence
every aspect of society , the actual contributions of the

field of psychology to the solution of the social problems

have been disturbingly insignificant.

Morris Viteles (1972 , p 601), in a talk before the
XVIIth Congress of Applied Psychology , asked : “What does

the psychologist know about human behavior to which he can
attest with confidence, or at least with a degree of
confidence considerably in excess of that characterizing7



psychology as a science in the past?” He answered himself by

saying : “The search for answers to this question has brought

conviction that advances in knowledge during the past 50 to

75 years have been considerably more limited than might be

anticipated from reading textbooks or other publications in

psychology , and from observing the activities of practi-

tioners of psychology .”

Leona Tyler (1973 , p 1021), in her presidential address
to the American Psychological Association , while reviewing

the progress of modern scientific psychology , reiterated the
same theme. She said: “As the twentieth century wore on ,
psychological knowledge increased enormously , and psycholo-
gists assumed respected and influential positions. But

somehow the hopes for continuous improvement in the condi-

tions of mankind through psychology declined . It became

almost naive to assume that what was discovered through

research could have much effect on man ’s nature or institu-

tions . . .“

Cronbach (1975 , p 116) ,  in his Distinguished Scientific
Contribution Award address, wrote: “Some 30 years ago,

research in psychology became dedicated to quest for
nomothetic theory .* Model building and hypothesis testing

*Cronbach (1975) defines “nomothetic theory” as one that
would ideally tell us the necessary and sufficient conditions
for a particular result” (p 125).

8  
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became the ruling idea, and research problems were increas-

ingly chosen to fit that mode. Taking stock today, I think

most of us judge theoretical progress to have been disap-

pointing. Many are uneasy with the intellectual type of

psychological research.”

DISILLUSIONMENT IN SPECIFIC FIELDS

Disillusionment with the results in specific fields of

psychology illustrates just how widespread and close to the

grass roots so much of the dissatisfaction really is.

Elms (1975, p 968) writes of the “widespread self-

doubts about goals, methods , and accomplishments ” of the
social psychologists, citing that “similar doubts have been
expressed recently within many other areas of/psychology ,

particularly the closely related fields of ,.personality
research (Carlson, 1971; Fiske, 1974), developmental psy-
chology (Wohwill , 1973), and clinical psychology (Albee,
1970; Farberow, 1973).”

The title of Robert Lockard ’s (1971) article : “Re f lea-
tions on the fall of comparative psychology : is there a

message for us all?” speaks for itself. In his opening

paragraph he wrote : “What we once knew as comparative

psychology has been overrun by a scientific revolution.
In the wake of that revolution lies the debris of what was

once a traditional branch of psychology , now a confused
scatter of views of nature , problems, and methods. The

confusion persists for the same reason the revolution oc-

curred; psychologists understood one view of behavior , but

9



not another , and it was the other that won out.” He attrib-

uted its demise -- “most psychologists misunderstood what was
happening at the time ” -- to its irrelevance to the whole of
psychology. He attempted to show how a relevant discipline
could produce irrelevant results by examining its historical

premises and traditions, coincidentally with the rest of
psychology.

• The Secession of Practicing Psychologists

Disillusionment with “scientific” psychology is expressed
in yet another way. In fields where both “science” and prac—

• tice flourish, the’ locus of training -- once solidly in the
Department of Psychology -- is now being separated , leaving
the “scientists ” to be trained in the psychology departments

and the practitioners to be trained in other departments.

George Albee (1970) ,  in his 1970 presidential address to

the American Psychological Association , spoke of the
“uncertain future of clinical psychology” Bemoaning the lack

of relevance that occurs in the training of clinical psychol-

ogists, Albee suggested that perhaps a more effective

practitioner might be developed if he were trained separately

from the “scientist” aspect as emphasized in current graduate

p school curricula.

Herbert H. Meyer , (1972 , p 608), in his 197 1 presidential
address to the Division of Ind ustrial and organizational

p Psychology, began by saying : “Over the last few years, I

have been haunted by uneasy feelings about the future of
industrial and organizational psychology. . . . trends
in our field indicate that our capability of meeting this

10



challenge is declining rather than advancing.” He tells of

the trend to move industrial psychology out of the Depart-

ments of Psychology and into the Schools of Business
Administration ,

Lipsey (1974) surveyed 2340 graduate students and 368
faculty members in psychology and found that although 92% of

the students and 83% of the faculty thought academic psy-

• chology should be concerned with contemporary social problems ,
90% of the students and 79% of the faculty said they did not
think that academic psychology was making a significant
contribution to needed solutions. Fifty-one percent of the

students and 52% of the faculty felt that academic psychology

does not yet have much knowledge relevant to social problems.

Human Resources Research

Nor has human resources rese_rch , i.e., selection,
training, and equipment design , escaped criticism . While

testing, learning , and psychophysical experiments are often
considered among the most successful types of research, yet
there are serious indications that this optimism is
exaggerated.

In the area of selection research , Ghiselli (1966) wrote
that “ . . . though some few specific tests do give reasonably
good prediction of job proficiency in the industrial occupa-

tions as a whole , the general picture is one of quite limited
power.” Uhianer (1967, p 2) expressed his concern “ . . .with
the limited usefulness of information coming out of many

personnel research studies, particularly research studies

11



dealing with selection, the prediction of human performance,
and the measurement of aptitudes and abilities for differ-

ential classification .”

Nor does training research fare any better. Mackie and

Christensen (1967, p 4-5) noted that while research on

learning processes represents perhaps the largest single

area of investigation presently being pursued by experimental

psychologists . . . both academic and practically oriented
psychologists agree that a very small percentage of findings
from learning research is useful, in any direct sense , for
the improvement of training or educational purposes.” How

to design flight simulators for pilot training has been an
important research question for more than two decades, yet
Adams (1972 , pp 616—617) writes: “I would not consider the

money being spent on flight simulators as staggering if we

knew much about their training value , which we do not. We

build flight simulators as realistically as possible .

which is a cover-up for our ignorance about transfer because

in our doubts we have made costly devices as realistic as we

can in the hopes of gaining as much transfer as we can.”

Psychologists have been working on the problem of transfer

and training for more than half a century , yet the results

from those experiments provide only superficial guidance in

the design of training programs and simulators. Caro (1973,

p 508) said it this way : “Perhaps we build simulators as

realistically as possible because people who design them do
not know much about training . Or, perhaps it is because
those who design them know that those who use them do not

know much about training, and the safest thing to do is to

build simulators like aircraft.” In 1977, after surveying

12



factors affecting training simulator effectiveness, Caro
(1977, p 84-85) wrote: “Except to the extent that general

learning concepts may be applied to the simulator training

situation, few research-based guidelines exist for the
simulator training program developer to follow in establish-
ing his training program,” and later , “ . . . instances were
noted in which practices did not make full use of available
in-formation about human learning and performance.”

But would the judgments be different if the experimental

variables were easier to define , as in the problems of

equipment design? Not if these comments are at all represen-

tative. Adams (1972, p 615) in his presidential address to

the Society of Engineering Psychologists, American Psycho-
logical Association, stated bluntly : “Our research efforts

have been and are insufficient. The future of engineering

psychology is in jeopardy unless we examine what we know and
how to strengthen it.”

Alphonse Chapanis (1963), prolific both as a generator

and critic of research in human factors and applied psychol-

ogy, reviewed the research in Engineering Psychology for a
chapter in the 1963 Annual Review of Psychology. He com-

plained that “a distressing amount of li terature in
I

engineering psychology is not very good. Moreover , the flaws

are not minor methodological faults, but are serious
methodological ones which often invalidate the author ’s

conclusions” (p 311). In discussing the gap between research

and application, he noted: “In human factors work , however,
research appears to take second place to everyday experience
in designing, developing , and operating real systems.”

13
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Four years later in an article on the relevance of

laboratory studies to practical situations , Chapanis (1967)

stated: “It appears that if you want to use the results of
laboratory experiments to solve practical problems, you
should do so with extreme caution. Although the results of

laboratory experiments sometimes provide you with ideas and

hunches that may be worth trying out in practical situa-
tions , you would be rash to generalize naively from
laboratory findings to the solution of real world problems.”
Later in the same article , he observed that “ . . . we of ten
do not find in practical situations the results we would

have predicted from laboratory experiments.”

Meister and Sullivan (1967) studied the extent to which

handbooks of human factors information met the needs of

aircraft designers and influenced their desirr~s. They

concluded that “ . . . the human factors discipline is not
providing the information required to solve design problems,

nor is what it does provide furnished in a manner which is
most usable by designers ” (p 3).

Few areas so aptly illus trate the inadequacy of our
research as do the experiments on visual perception .

Originally a classic problem of psychophysics , later one of
major concern in experimental psychology , and more recently
a fundamental consideration in the research on applied
mili tary problems of target acquisition, hundreds of visual
perception experiments have been carried out in the

laboratory and under operational conditions. Simon (1971,

Appendix A) cited comments made over a 14-year period by

sixteen persons who tried to collect and synthesize

14



results of this research so that they could be applied to the
design of visual systems. The comments of Greening and

Snyder (1968) are typical. After reviewing the studies on

visual air—to—ground target acquisition , they concluded :

“The wide divergence between experimental
results from study to study , and the evi-
dent importance of many uncontrolled
variables, make it unwise to attempt to
make quantitative synthesis of existing
target acquisition data” (p 73).

Later they stated:

“No one has yet demonstrated the ability
to predict acquisition performance with
even modest accuracy over any substantial
range of meaningful situations ” (p 78).

Little has changed in the intervening years.

t~’eister (1976) surveyed a representative group of human

factors teachers and specialists “of recognized stature” on
major issues in human factors. He concludeth “There appears

to be almost unanimous agreement that the application of

human factors research to system development projects has
been less than optimal , and in some cases rather poor” (p 375).

PSYCHOLOGICAL DATA AS VIEWED FROM OUTSIDE THE PROFESSION

In 1971, the U. S. Supreme Court attacked what has alwa~s

been a virtual monument to the relevance of psychological
research —- its personnel tests. Since that time , as a

result of the U. S. Supreme Court decision (Curtis, 1971),

tests used for hiring and promotion purposes can be challenged

I

15 
- 

- -I sIi~4

S —



if they evaluate predictors simply by testing the statis-

tical significance of correlation coefficients. Today it

is necessary that the pragmatic nature of the test’s

predictive value be proven. Vitelis (1972, p 604 ) wrote
that “ . . . industrial psychologists might well bow their
heads in shame in noting that it has been found necessary

by the Supreme Court of the United States to remind them

of the obligation to validate tests against objective and
realistic criteria as a preliminary to their use for
selection and classification purposes in industry.”

In 1975, Congressmen criticized the National Science
Foundation and National Institute of Health for supporting
social science programs to study such problems as why

children fall off tricycles ($19,200), a dictionary of
witchcraf t ($46,089), why people fall in love ($132,500),
and the use of uterine birth control devices by unmarried
college students ($342,000). While admitting that some

projects with funny-sounding titles can “have a sound basis

for their existence in the budget,” in general, projects of

this type were referred to as “boondoggles” that waste

taxpayers money (Goldwater , 1976).

At about the same time , the U. S. House of Representa-

tives voted to cut millions of dollars of funding from human

resources and manpower effectiveness programs requested by
the U. S. Department of Defense for 1976 as well as a
special Navy exploratory development fund. This cut rep-

resented approximately a 50 percent reduction in the funding

available for most military human factors programs and
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mainly hit programs labeled “basic research.” The committee
recommending the cuts questioned “both the utility and

priority” of such programs (Price , 1975).

In 1977, Congress again threatened to cut over half of
the requested funds , nearly $40 million , from the mili tary
budget for training, simulation, and related topics (Human
Factors Society Bulletin, 1977). This time, as in the
first case, a part of this money was eventually reinstated;
yet the very acts showed how the value of this research

was being questioned. In spite of the fact that 61% of the

1976 Department of Defense Budget went to personnel-related

expenses , only one-tenth of a cent per dollar expenditure
went ~o supporting human resources research.

The Controller General of the United States (1977)

asked eight Department of Defense research and development
organizations to identify human resources R and D reports

published during 1973 through 1975 which were intended to

support changes to regulations, policies, manuals , training

programs, and equipment. Of the 374 that were reported,

164 were not used. In 39 cases, the reason given was
because the results were questionable.

Few have expressed their distaste for human factors

program as picturesquely as Admirial H. G. Rickover (1970).

Asked to comment on a proposal involving a major human

factors program in the research, development , engineering,
and production of Navy ships, he answered : “It appears that

the Human Factors ‘program ’ is another of the fruitless

17
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attempts to get things done by systems , organizations , and

big words rather than by people. It contains the greatest

quantity of nonsense I have ever seen assembled in one
publication. It is replete with obtuse jargon and sham-

scientific expressions which, translated into English from
its characteristic argot where this is possible , turns out

to be either meaningless or insignificant . It is about as

useful as teaching your grandmother how to suck an egg.”

CAVEAT EMPTOR

Defenders of the faith may argue that these comments

represent a biased selection , are caken out of context, and

appear more discouraging than those making them intended .

In some cases, these criticisms are true to a limited

extent. However , too many comments such as these are

being made by too many prominent men in too many fields of

psychology over too extended a period of time to be ignored .

Among the many hundreds of thousands of formal experiments

that have been performed , it is too difficult to find a

handful that have been directly responsible for definitive

solutions to practical problems . If the battle has not

been completely lost, at least the odds against us are

enormous. The viability of the profession , and our respon—

sibility to our customers, demands that the body of

psychologists -— not the few -- make a serious effort to
discover why things are not as they should be and do
something to correct the cause. Collectively, we ar~
selling tarnished goods. Is it enough to continue to

produce as long as we warn : Let the buyer beware? Obviously

the answer is “no.”

18
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Before ending this section, therefore , it is appro-
- :e that we offer an explanation as to why our experi-

mental results have been unsatisfactory . What has been

common to these different branches of psychology , across
basic and applied research alike, that could so seriously
degrade the effectiveness of their experimental results?

The answer is the methodology. This observation has not

escaped a number of psychologists.

METHODOLOGY

Today ’s methods reveal their roots at the beginnings

of psychology as a science. Methodology made psychology a

“science.” Emmanuel Kant had denied psychology that appel-

lation because he believed that quantitative methods could

not be applied to behavioral data. Wilhelm Wundt’s

psychophysical methods made a li ar out of Kant, and
psychology -- uncertain with its new status -- grabbed at
whatever it could find to keep it. The natural science

became the model for their experimental methods. The

experimentalists who manipulated their variables looked upon
themselves as the true scientists. While other psycholo-

gists, more concerned with observing natural phenomena,

developed innovative techniques with an emphasis on analysis
rather than control , the experimentalists maintained the
“ scientific method” -- with markedly little change until the
present time -- whatever the cost. Maslow ( 1970 , p 343) had
this to say regarding this rigidity:

These then are termed the “laws of scientific
method .” Canonized , crusted about with
tradition and history , they tend to become

19

- c



binding upon the present day (rather
than merely suggestive or helpful).
In the hands of the less creative, the
timid, the conventional, these “laws”
become virtually a demand that we solve
our present problems only as our fore-
fathers solved theirs.

The deficiencies in these “scientific methods ” have

revealed themselves in both applied and basic behavioral

research.

Silverman (1971) , in an article , “Crisis in Social

Psychology, ” reflected on “ . . . why social psychologists
have not provided much data that are relevant to social ills.”

Then , answering his own question, he noted: “If the multi-

tude of social-psychological findings cannot aid the planners

of society, it is apparently not because we have been
researching the wrong topics. It must be that our data are

not generalizable to the objects of our studies in their

natural , ongoing states. This is a basic inadequacy of

methodology rather than direction, and it will not be
resolved by pontifical edicts from any source about what to

study and where.”

Lipsey (1974 , p 553) examined another area of research
and concluded:

The position we associated with the basic
researcher--defined by both disinterest
in social problems and commitment to ex-
perimental methodology--constitutes the
dominant tradition which is under attack
and susceptible to change . Even its
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methodology , seen by many as the sine qua
non of science, receives less support from
the upcoming generations of psychologists
than among most of its current faculty
practitioners.

Bakan (1972 , p 86), ever critical of the gossamer nature
of our experimental methods, wrote: “I think that now we are

in a period of transition -- for the status of the sciences
in general and for psychology itself. In the last decade we

have begun to question the unquestioned belief that f act-
module experimental research is a panacea for man ’s

problems; the payoffs of this research have been smaller

than we had hoped for.”

Gadlin and Ingle (1975 , p 1003) begin a critique of
psychological methodology by saying:

E. G. Boring (1950) once said that the
application of the scientific method to
the study of human behavior would count
as mankind ’s greatest achievement. Few
people today would unhesitatingly agree
with such a statement; still fewer could
share its opinion. Even those who think
that the wish of William James [-to help
psychology to become a natural science]
has been fulfilled are uncertain of the
consequences. For a multiplicity of
reasons , psychologists are questioning
the natural science methodology that has
dominated the field since its inception .
Much of this inquiry has focused on the
laboratory experiment. . .
Psychologists have come to question the
experiment [which they limit to laboratory
experiments, which examines dependent
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variables in light of manipulation per-
formed upon independent variables] as a
means to describe and comprehend reality.

Perhaps it is not the experimental method that is in-
adequate, but the psychologists ’ interpretation of what the

experimental method is and how it should be used that is

inadequate. “It ain’t what we do but the way that we do
it” that needs revision. With this direction in mind, let

us first begin by examining what we do. Let us take a look

at the traditional experimental paradigm to see if we can

find what went wrong?

V
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III. EXPERIMENTAL METHODS OF ENGINEERING PSYCHOLOGY

Traditional experimental psychologists employ certain

characteristic methods that affect the problems , techniques ,
attitudes , assumptions, and even myths associated with the
design , conduct , analysis, and interpretation of experiments.
Typically, the traditional experimental psychologist, in his
research:

• Seeks universal laws regarding the behavior
of average man.

• States and tests specific hypotheses.

• Manipulates known experimental , inde-
pendent variables of interest and
attempts to hold constant any others.

• Assumes causal relations between inde-
pendent and dependent variables in
unilateral bi- or multi-factor
situations.

• Uses reduction experiments in which
fewer than five variables are usually
investigated.

• Uses factorial designs (or variations
thereof ) and performs tests of stat-
istical significance.

Of these , the requirement to manipulate and control variables
is the characteristic that most differentiates traditional

• experimental psychology from other approaches.

23
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ENGINEERING PSYCHOLOGY

Engineering psychology is that branch of applied experi-

mental psychology concerned with the appropriate design of

devices , equipment, systems, and environments in order to
optimize the performance of the man-machine complex.

Unlike psychologists involved in selection and training , who
try to improve system performance by taking advantage of
individual differences among people, engineering psycholo-
gists perform experiments to discover equipment character-

istics that facilitate the performance of typical people of

a particular class. The research methods of this field , on
the whole, have remained those of traditional experimental

psychology.

One popular textbook on “Research Techniques in Human

Engineering” (Chapanis, 1959) illustrates this point. It

defines an experiment as “a series of controlled observations

undertaken in an artificial situation with the deliberate
manipulation of some variables in order to answer one or more

specific hypotheses” (p 148). The underlined terms reflect

what traditional experimental psychologists have come to

accept as important features of experiments in human research.

Control helps eliminate extraneous effects and enables the

experiment to be repeated by others if desired. The artif i-

cial situation enables unusual conditions to be studied at

the experimenter ’s convenience and with more control of
extraneous factors than would be the case were the situation

studied under operational circumstances. Systematic manipu-

lations of the independent variables help untangle complex
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effects and identify causal relationships. Stating a specific

hypothesis provides a concrete direction for the experimental

effort.

Other statements in the book exemplif y commonly accepted
concepts and methods that characterize the experimental

psychologist’s approach to research. For example:

An experimental design should always be
constructed before the investigator
actually starts collecting data. (p 151).

The design should yield a measure of the
random error in the experiment. (p 151).

Do not confound variables. (p 156).

Factorial experimental designs make up
one major class of multi-variable experi-
ments and constitutes one of the most
important basic designs you will need in
human engineering work. (p 176).

When we say that an experiment is well
controlled, we mean that the experimenter
has examined all of the possible relevant
variables in his experiment and has tried
to hold all of them (except the ones he
deliberately designs into the experiment)
constant. (p 220).

The best you can hope to do [to handle
individual differences) is to test enough
subjects so that you can get a dependable
measure of average performance and some
estimate of the amount of variability you
can expect to find . (p 2 3 6 ) .

it will be a rare human engineering
experiment that will give you definitive
results with only two or three subjects.
(p 238).
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Suffice it to say, the approach used in the paradigm presented
later differs markedly from the previous statements.*

CONSEQUENCES OF THE “TRADITIONAL” APPROACH?

A survey of 14 years of research published in the
journal , Human Factors, (Simon, l976b) revealed that in 239
expe~ ixnents, 92% of the experiments studied three or fewer
variables; the median number of levels per variable was
three. The median number of repeated measures per data point

was nine; this means that on average 89% of the effort was

spent collecting redundant information. The median numbers

of observations used in studies of 1, 2, 3, 4 and 5 variables
were 72, 180, 192, 768, and l200,respectively. Thirty-one

percent of the total variance in the experiments was accounted

for by the experimental variables and their interactions.

In some individual studies, the experimental variables failed

to account for even 1% of the total variability in the
experiment. Quite often the largest sources of variance were

consigned to the “error ” term even though they were obviously

unidentified subject effects or subject-by-condition inter-

actions associated with such sequential effects as learning

and transfer. The analysis also revealed that 24% of main

effects, each accounting for less than 1% of the total per-
formance variability in the experiment , were still designated
as “statistically significant,” which was invariably inter-

preted to mean “important” by the investigator.

*The nature of these differences in research philosophy,
while spread throughout the discussion of the New Paradigm ,
are summarized for those particular statements in Appendix A.
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In summary, the traditional experimental method as
exemplified by the above data:

1. Looks at too few variables in a single
experiment.

2. Collects far too much data for the number
of effects that must be estimated .

3. Fails to account for much of the performance
variability in the experiment (which means
it would aaQount for even less outside the
laboratory where many more variables are
operating) .

4. Studies and identifies many effects which
are in fact trivial.

5. Generally considers individual differences
to be a nuisance.

Let us examine the consequence of each of these deficiencies.

Avoiding Real-world Com~plexity

What is wrong with studying only two or three variables

in a single experiment? This is the essence of the reduction

experiment, so effective in the natural sciences: elimin-

ate all sources of variance to see if the one of immediate

interest has an effect. Still, it isn ’t sufficient if one

wishes to describe or predict human behavior; in the real

world, phenomena are too complex to be explained by a few
variables. In order to obtain results that can be general-

ized from the laboratory to the operational situation , the

experiment must describe that world in all its complexity,

rather than deny this complexity by “eliminating” critical
variables. In practice , of course, when a three—factor
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experiment is planned , the other variables are not actually

eliminated from the experiment. Instead , either their

presence in the experiment is ignored , or they are held

constant, sometimes at a zero value. When existing variables

are ignored, the kind of unexplained variance observed in so
many human factors experiments will occur and will
result in variable error when operational conditions are

predicted . On the other hand , ~zhenever variables are held
constant in the laboratory at values that are different in
the field , a biased error is introduced into the prediction.

Even the laboratory data will be distorted if an inter-

action between two variables cannot be revealed because one
of the variables is held constant. Human behavior is

situation-specific; results obtained in the laboratory can

only be generalized to comparable conditions in the field .

If we limit the number of variables below the number required

to adequately describe the complexity of the world , or mis-
represent their values when they are not varied, our des-
cription c~f the real world will be incomplete , our predictions
erroneous, and our generalizations limited .

Why Not Look at More Variables?

If it is desirable to look at more than two or three
variables in a single experiment, why haven ’t more experi-

menters done so? What is it about the traditional approach
that makes sampling performance in a multifactor space so
difficult? Two decades ago, Williams and Adelson (1954)
investigated the problem of experimentally determining the

design parameters for a variable characteristic , pilot-
training simulator. Their analysis indicated that 34
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simulator characteristics were critical in the design of the

training simulator; they believed these should be studied at

five levels each. They noted, however , that the traditional
factorial analysis of variance design for that purpose would

involve 5 3 1 + , or 5.8 x 1023 combinations of equipment
variables under which performance must be measured. This,

they concluded, would be “manifestly impossible.” This
illustrates quite vividly the absurdities that occur when one
tries to extend the traditional approach to problems of this

magnitude and complexity . Here cost of doing research is not

the problem; such an approach would not be possible at any

cost.

The “Small” Study Paradox

Faced with the enormity of conducting a factorial study,
Will iams and Adelson considered ways of reducing the number of
conditions to be investigated . They suggested doing 34

dif ferent studies and varying a different variable each time
over five steps while holding the remaining 33 variables

constant. This would require that performance be measured

under 170 experimental conditions. Since more than one

measure would be needed to provide some stability to the

measures at each of the five levels per variable , they pro-
posed to test 20 subjects at each experimental condition.

This plan was discarded when calculations revealed it would

require 3400 subjects and 17,000 flying hours. Furthermore,

with this approach, there would be no information regarding
interaction among variables. Thus this illustrates the

contradiction that arises when an experiment is limited to

only a few variables in order to make the data collection
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task more economical. The economy is a false one, for while

less data is collected on the variables of interest, more
data , and redundan t data at that , must be collected in order
to achieve stability in the measures and there is a loss of
information about interactions.

Testing the Insignificant -

Psychologists have traditionally replicated their designs
in order to do tests of statistical significance. Here we

have a second paradox noted by Meehl (1967), namely that the
very process of replicating to increase the precision of the

data, decreases the confidence in generalizing the results
from a test of statistical significance. With more replica-
tions, the likelihood of finding statistically significant
effects increases, while the likelihood that these effects

will be critical under operational conditions decreases.

An example of the statistical significance trap can be

seen in a study published in Human Factors (Vartabedian , 1971)

in which the effects of three variables on seeing letters on

a CRT display were examined. The investigator collected more

than 3,000 observations. The investigator concluded that one

of the three variables was statistically significant.
However , thi s significant variable improved detection per-
formance in the experiment by less than one-half second , which
was trivial for the task at hand . In fact, all three experi-
mental factors and their interactions combined accounted for

less than 1% of the total performance variability in the
experiment. This means that the unexplained variance accounted
for 99% of the observed variabil i ty. Only because of the
enormous number of observations that were made was it possible
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to calculate a “statistically” significant effect that
neither is of practical importance nor likely to occur in

the real world. Numerous authors (e.g., Bakan, 1971; Kleiter ,
1969; Lykken, 1968; Nunnally, 1960; Rozeboom, 1960;

Signorelli, 1974) have shown how little information signif-

icance tests really provide, as well as how frequently they

have been misused and misinterpreted , succeeding only in
providing an undeserved halo for what would otherwise be

trivial effects. Obtaining significance has traditionally

overridden every other objective for most experimenters in
engineering psychology in spite of the fact it is possible
to obtain it for almost any situation by merely increasing
the number of replications. Discovering small effects is a

worthy endeavor after the large effects are understood .

Identifying Critical Variables

Continuing to search for ways of reducing the magnitude

of the effort to study the 34 simulator variables, Williams
and Adelson also considered the possibility of limiting their

investigation to only those variables that were truly
important to the particular training problem. Once again,

the limitation of this idea became quickly evident. There

is no economical way of choosing the most important

variables. The 34 variables that had been proposed a priori

already represented without additional empirical evidence,

the minimum set that ought to be considered from both a
psychological and engineering point of view. This illustrates

another weakness of the traditional approach. Because each

“experiment” is planned completely ahead of time and is run

as an undivided , uncompromising entity unto itself , the

functions of identification and description are totally

confounded. The set-in-concrete pre—experimental design
r
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stifles the investigative research process. It is unable to

- cope with the demands to identify and describe through a

sequential and iterative experimental process.

Ignoring Individual Differences

Psychologists engaged in equipment design research tend
to treat individual differences as a nuisance. When “subject”

variance cannot be isolated , individual differences are

included as part of the “error ” term; when it can be isolated ,

once calculated, it is usually ignored when the data is
interpreted . For example , in a recent transfer of training

experiment (Koonce, 1975), almost 80% of the total variance
in the exper iment was accounted for by dif ferences in pilot
performance within conditions and only 2% was accounted for

by a statistically significant interaction which occurred
when groups trained with dif ferent simulator motion conditions
performed in the simulator and in the aircraft. The pilot

characteristics accounting for these large subject differences

were never identified . Yet had they been, the value of the

experimental results would have been considerably enhanced

were they to be applied to the operational situation .

Furthermore , this would have enabled potential interactions
between specific subject characteristics and the equipment
to be investigated , thereby reducing the possibility of

drawing erroneous conclusions regarding equipment design
parameters.

Jacobs and Roscoe (1975), in another transfer of training

study , took steps to correct this by isolating the effects of

pilot aptitude from the data intended to study the effec ts on

1~
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performance of different types of simulator motions. This

procedure increased their understanding of the effects of the

equipment variable.

The Impossible Dream -- Aggregation

Can the results from small experiments be combined? As

an “~tadequate and inappropriate methodology forced the
acceptance of small studies, psychologists began to rely on
an implicit assumption that once the results from a great

many small studies were obtained, they could be combined in
building-block fashion to build a cohesive, quantitative

data base . Information could be drawn from this pool of

fundamental knowledge to solve new and complex problems.

Unfortunately, this hope has never been fully realized in
psychology, at least not with any quantification or
acceptable precision.

Greening and Snyder (1967) concluded from a survey of

visual research data what most seasoned researchers havt

found to be true in other problem areas. They said: “There

is no straightforward way to select data from a number of

field and simulator studies and combine the whole into a com-

prehensive representation of the effects of one or more

variables ” (p 73), and “It has not been possible to blend the

data from either the laboratory studies or the field studies

or any combination of the two in order to deduce simple
relationships among the important variables” (p 81).
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In part, this situation has occurred for obvious reasons.

In many experiments, the value of a variable that is held

constant is seldom reported, while the values of those
ignored are unknown. This prevents the data about the ex-

perimental variables from being properly located in a multi-

dimensional coordinate space. The results from several

studies, therefore, can never be precisely related. Even

if this were corrected , the present size of a study is still

too small to supply the “clumps ” of data required for any
stability.

r
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IV. THE TWO EMPIRICAL PSYCHOLOGIES

Experimental psychologists are not the only ones who do
research on human behavior. Within its history , scientific
psychology has shown a distinctly forked development, “two

historic streams of method, thought , and affiliation ” which
Cronbach (1957) labeled “Experimental psychology ” and

“Correlational psychology .”* These two disciplines differ in

their philosophies , methods of inquiry, areas of interests,
and loci of application. Psychologists associated with each

discipline differ in their training, where they publish,
their professional heroes, and even their personalities
(Cronbach, 1957, p 671). It is the methodological differen-

ces that are of primary concern in this report.

The methods of the Experimental psychologist were copied

originally from those used by experimental physiologists and

the natural scientists, in particular, nineteenth century
physicists. Later psychologists borrowed quantitative

methods used in agricultural and engineering research.

Correlational psychology , on the other hand, was an outgrowth
of the biological sciences, getting its start when Sir

Francis Galton, concerned with human heredity , measured indi-
viduals on a large scale. To handle his data, he invented

the method of correlation. Later methods for studying

*Correlationists will argue that their approach is just
as “experimental” as that of the Experimentalists. However,
in this report, any reference to Experimental psychology or
Experimentalists will be in the historical context to refer
to neo-Wundtians who manipulate and control their variables.
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individual differences were developed , and these in turn
sparked the development of more sophisticated statistical

tools for analyzing data. Prior to their emergence as

distinct disciplines, both Experimental and Correlational
psychology had a common heritage in the mathematics of

probability and the practical applications of Gauss ’ normal
curve (see Table 1).

Cronbach (1957, p 671) suggests that “the experimental

method -- where the scientist changes conditions in order to
observe their consequences -- is much the more coherent of
our two disciplines. Everyone knows what experimental

psychology is and who the experimental psychologists are .

In contrast to the Tight Little Island of the experimental
discipline, correlational psychology is a sort of Holy
Roman Empire whose citizens identify mainly with their own

principalities. The discipline , the common service in which
the principali ties are united, is the study of correlations
presented by Nature.”

- 

However, when he refers to “Correlational psychology ”

Cronbach does not refer to studies relying on one statistical
procedure, but to any effort to relate natural phenomena
through post-observational analysis. He says: “The corre-

lator ’s mission is to observe and organize the data from

Nature ’s experiments. As a minimum outcome, such correla-
tions improve immediate decisions and guide experimentation.

At best, a Newton, a Lyell, or a Darwin can align the
correlations into a substantial theory” (p 672).
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TABLE 1. CRITICAL MILESTONE S LEADING UP TO PSYCHOLOGY’S
EMERGENCE AS A DISTINCT SCIENCE OF HUMAN BEHAVIOR

Scientific methods: empirical Bacon (1561—1626)
observation and hypothesis
testing

Problems of gambling; invented Bernoulli (1654—1705)
mathematics of chance

Requirement for quantitative data in Kant (1724—1804)
science; denial of psychology as
a science

Definitive book on probability; LaPlace (1749-1827)
method of least squares

Concept of an absolute threshold or Herbart (1776-1841)
lower limit of sensation

Normal curve applied to scientific Gauss (1777—1855)
observations; means, probable error

Concept of just noticeable difference Weber (1795—1878)
and just noticeable increment
proportional to stimulus

Normal curve and elementary statistics Quetelet (1796-1874)
applied to methods of biological
and social data: astronomy,
weather , birth, deaths , marriages,
diseases, crime, anthropometric
measures

Psychophysics; S -
= C log R Fechner (1801—1877)

Correlation, standard scores, median; Galton (1822—1911)
invented and applied to studies
of heredity individual differences.
(Beginning of Correlational Pay—
chology )

First psychological laboratory (1879) Wundt (1832—1920)
(Beginning of the Experimental
Psychology)
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EXPERIMENTAL VERSUS CORRELATIONAL PSYCHOLOGY 4

Major features that distinguish the research of the
Experimental psychologists from that of the Correlational
psychologists are shown in Table 2. Let us briefly examine

some implications of each in turn.

Hypctheses

Consistent with Sir Francis Bacon ’s experimental method,
Experimentalists have been taught that each experiment must

begin with a hypothesis. A hypothesis, whether precisely or
casually stated or presented as a statement or a question,

does serve to orient the direction an experiment will take
and forces the investigator to resolve a particular question.

On the other hand, the requirement that a hypothesis is
necessary sometimes has created the impression that the
purpose of all experiments is to verify hypotheses when in

fact some experiments are conducted in order to develop

hypotheses.

In practice, hypotheses used by experimental psycholo-
gists, when verbalized precisely, are generally very simple,
seldom profound enough to justif y an expensive formal study
and often too limited or too vague to precisely account for
any important aspect of human behavior. When psychologists

began to use Fisher ’s analysis of variance for hypothesis-
testing purposes , they lost sight of the distinction between
scientific and statistical hypotheses. Interest is usually

high in the former , but our analytic methods are only
capable of testing the latter (Bakan , 1971).
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TABLE 2 • COMPARISON OF MAJOR FEATURES CHARACTERIZING
TRADITIONAL CORRELATIONAL AND EXPERIMENTAL
PSYCHOLOGY

CORBELATIONIST EXPERIMENTALIST

Seeks understanding of how and Seeks universal laws regarding
why individuals differ the behavior of the

average man

Asks what happens under States and tests specific
observable circumstances hypotheses

Observes , measures , and Manipulates known independent
classifies situations variables of interest and

attempts to hold others
constant

Studies relationships between Studies relationships --
independent and dependent assumed causal -— between
variables in bilateral multiple independent and
multivariate situations single dependent variables

(unilateral multifactor)

Accepts total situation with Employs reduction experiments
its realistic complexity in which fewer than five

variables are usually con-
sidered an acceptable
number

Employs various analytical Employs analysis of variance
methods based on a as a primary model with
regression model emphasis on factorial

designs

Seeks practical answers Seeks scientific principles
but has had little success
in consolidating facts
from independent experi-

S ments
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Even when less formal hypotheses are used, expressed
as generalized questions , intuitions , or merely reasons for

conducting experiments, they still tend to restrict the
problem, the approach, and even the solution. A hypothesis,

inferring the question: “Does such-and-such a thing happen?” ,

forces the Experimentalist to be in the position of
per forming an experiment to determine whether or not Nature

has agreed with his perception of the situation. The

Correlationist reverses this position and asks : “What does

happen?” ,, and performs his studies to discover “what hath
God wrought?” While there is undoubtedly a place in

psychology for both kinds of questions, in general, psychol-
ogists have been premature in their hypothesis testing

(Bass , 1974 , p 874). Engineering psychologists have contin-

ued to use hypothesis testing because they believe it’s the
“right thing to do,” of ten stopping at the very point -- the
test —— where their research should have begun to answer
the problems in which they are interested . Their limited

repertoire of experimental techniques has made hypothesis
testing -- which serves to identify reliable differences --
a means to a final answer rather than a beginning of an
investigation to discover functional relationships between

operator performance and critical equipment , system , and

environmental parameters. Quite often in problems of

equipment and system design, having hypothesis-testing as
the primary experimental goal, results in an experiment
structured to test a limi ted number of alternative configu-
rations among which the experimentalist hopes a best one

will be found. The engineer , forced to balance task-related

performance criteria against cost and engineering technology ,
would be better served if the data were provided as a
functional description of all crit ical parametric relation-
ships .
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Manipulation

Manipulating and controlling independent variables are
the most important research tools unique to the Experimental—

ists . By varying the ef fec ts  of interest (and holding all

other sources of variance constant), an investigator can
determine how much the response changes when predictor var-
iables are changed by prescribed amounts. The ability to

manipulate and control factors so that specific values of
each can be studied -- the experimental design —- enables

eff ects of factors and their interactions to be estimated
se3arately although in Nature they might in fact be correla-

ted. This makes the task of interpretation easier and helps

identif y those variables having the greatest influence on
performance. Through manipulation and control, the investi-
gator can be more conf ident that he has identified causal
relationships among variables.

There are some drawbacks however with the manipulative

process. For one thing, factors that might critically affect
performance cannot always be controlled ; they may neither be
manipulated nor held constant. Frequently when this is the

case , Experimentalists will allow such factors to vary
uncontrolled, expecting to compensate for the perturbations
by collecting larger quantities of data and averaging , by
randomizing their designs, and by performing significance
tests in their analyses.

Another difficulty with the manipulation process is that
it forces the investigator to consciously decide what to
manipulate; in some cases this means he must know in advance

which factors have the greatest effec t on the particular
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performance. This unfortunately will not usually be the case.

An investigator may know what he is interested in but this

may not be the same as knowing what he should be interested

in. As a result he may waste considerable effort investi-
gating trivial factors, ignoring crucial ones.

Of course , the Correlationalists also have difficulty
knowing which factors are important. Since they ordinar-

ily do not manipulate or control their variables, the data
they collect must not only thoroughly describe performance
on the task they are observing but also the situation in
which this performance occurs. If they fail to measure the

critical aspects of that situation , then they may be no more
able to explain the behavior of interest than the Experi-

mentalist. If they should happen to measure critical aspects

of the task but not be aware that they are critical , their
ability to explain and understand the observed behavior will

also be limited. In this case, however , unlike the Experi-
mentalist who must manipulate and control the experimental
conditions in advance , two things are in the Correlationist ’s
favor. One, if he is lucky enough to record the right
data, the Correlationist may have several chances to

identify the critical variables after the fact. He may make

iterative analyses of his data trying different variables

until he discovers those that seem to explain most of the
variations in performance. The Experimentalist , forced to
decide before he collects any data, ordinarily has no second
chance until he does another experiment. Two, since the

Correlationist of ten measures performance under operational
conditions, all critical factors , even if unknown , are

likely to be present and to affect behavior realistically .
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This enables the Correlationist ’ s estimates of mean perfor-
mance on particular conditions to be essentially correct.

Of course , the unexplained variability about those means will
still be larger than desired for precise estimation purposes.

Universal Laws and Individual Differences

Following the examples set by the physical scientists,

the Experimentalists seek to derive empiri cally universal
laws of human behavior. They manipulate conditions in the

environment to find out how people behave as a function of
the conditions being varied. However , since all “people ”

don ’t behave the same under the same experimental conditions ,

Experiinentalists claim only to describe the behavior of the

average person. With that goal, individual differences are
considered to be a source of “error ” variance , not suitable
for study nor worthy of concern . In practice , the academic

rules for obtaining homogeneous subjects are seldom met,
and undefined subject performance variabili ty is often
greater than treatment variability (Simon, l976b). “Univer—

sal laws ” never seem to predict except on a probabilis tic
basis for large groups of individuals. Behavior is

“situation-specific ,” and the characteristics of the indi-
vidual may be a major factor contributing to the level of
performance being measured. In spite of this, Experimental-

ists introduce subject characteristics into the experiment

only infr equently and seldom consider , as Cronbach (1957;
1975) proposes , the interaction between equipment and
subject factors. As a result, the degree to which the
experimental data can be used to predict and control behavior

is considerably reduced. Bugental (1963) stated it this way:
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The past 50 years have seen a tremendous
accumulation of data about people treated
as interchangeable units. And yet it is
clearly the case that only where we are
concerned with masses of people do these
data yield useful results. This may seem
a harsh judgment but I think it is an
accurate one. If psychology is the study
of the whole human being , and this I be-
lieve is its primary mission , then results
which are only true of people in groups
are not truly psychological but more
sociological. (p 564).

The Correlationists, on the other hand, have concerned
themselves with measuring individual differences often under

specific treatment conditions. For them, therefore ,

variations of the test conditions can be as annoying as
variations in people are to the Experimentalist. Thus, their
measurements have not always been applicable under related

but different  circumstances.

Unilateral Multifactor Studi-e8

It took Experimental psychologist~~fflor.~ than fif teen
years to begin to use Fisher ’s analysis of variance to study
multiple independent variables in a single study. In the

post World War II period , from 1948 to 1972, Edgington - —

(1974 ) found in a survey of APA journals that the percentage
of inferential studies employing this multifactor approach
to psychological problems rose from eleven to seventy-one

percent. In 1972, 88% of these were repeated-measure or
C factorial designs . Research involving the study of multiple

independent variables in a single experiment has become
common practice for today ’s psychologists.
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When several dependent variables are considered , however ,
the Experimentalist has traditionally studied them each in

separate analyses. Such a procedure can lead to improper

interpretations when dependent variables are correlated . In
many operational situations , no single dependent measure is
sufficient to characterize performance on a complex task.

The quality of information obtained from an experiment can

be improved when multiple dependent and multiple independent

variables are studied in a single bilateral , multivariate
analysis. The Correlationists have developed and used these

techniques for decades.

Reduction Experiments

Few Experimentalists today deny the importance of a

multivariate approach when predicting performance on a complex
task. In spite of this, relatively few variables are actually
studied in a single experiment. This means that fewer factors

are taken into consideration than are needed to account for
most of the performance variance found in a typical real-world
task. Reality is just  more complex than that . In spite of
this observation, most psychologists have been content to
study only a few factors in a single experiment. A major

reason for this is the cost of collecting data when many

factors are systematically studied using traditional designs.

Another reason, however, is that many psychologists do not
fu l ly  recognize the limitations of the reduction experiment
which proved so successful for experimentation in the physi-

— - ca]. sciences . There still remains the naive belief that data
obt&ined from a study in which only a few of the total number

of cri€I ca~. factors are varied (and all others held constan~ )
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is as informative as that from a more complete experiment.
In behavioral research, except in the rarest of circumstances,
this presumption is incorrect for a number of reasons. One ,
if the variables included in the experiment are not important

under operational conditions, then even significant results

in the experiment may be of little predictive value when

applied to complex situations in the real world. Two ,
whenever critical factors are held constant , performance
estimates are likely to be biased when the data is applied

to real world situations. Three, whenever critical factors
are ignored,resu].ts in both the experiment and the real
world will contain a variable error. Four , the effect  of an
experimental variable interacting with the variables held

constant in the experiment can not be detected. The willing-

ness of the Experimental psychologist to study simplified
versions of a complex situation is the main reason why
experimental results cannot be applied directly to opera-
tional situations without considerable qualification , some-
times to such a degree that the original data cannot be

recognized .

Correlationists, on the other hand , by the nature of
their problems , have been forced to accept the complexity of
the real world. Since they have less opportunity to

manipulate the variables, their approach has been to observe,
measure , and classify. As a result, the effects of critical
factors are often confounded and obscured . But what is lost

in clarity is often made up in relevance, and a measurement
made under realistic circumstances will often be representa-

tive of what can be expected (provided critical factors

don ’t change) under similar circumstances in the future --
even if the underlying causes are unknown .
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Significance Testing

Because Experimentalists have used analysis of variance
models in much of their research , they have also relied upon
tests of statistical significance to help them interpret

their data. When they are interested in the functions

relating independent and dependent variables, Experimental-
ist~- have traditionally been content to plot the mean

performance at different levels of one or two effects at a

time, usually the ones that were found to be statistically
significant.

Correlationists, unable to manipulate their variables,

have preferred to use a regression model to analyze the data
from their “undersigned ” experiments. Correlational

techniques are used to unravel and identif y entangled
variables af fecting performance , as well as to provide a
multivariate equation, of ten in polynomial form , that provides
a compact and comprehensive summary of the results from all

- 
variables. Because this data also can be treated to a

variance analysis and even tests of significance, the Correla—
tionists tend to analyze their data more thoroughly than the

Experimentalists and obtain considerably more information.

Scientific Orientation

In many respects, the idea that Experimentalists were
the scientists created an atmosphere in which attitudes and

methods evolved that have only succeeded in degrading the

quality of the information produced by the experiment. Some

of these have already been described -- hypothesis testing,
reduction experiments, and a search for general laws.
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Seeking a scientific posture also encouraged the development
of theories -- too prematurely, Bass ( 1974 , p 873) has
suggested. It also led to a redefining of the meaning of

“basic ” research. Rather than implying research that would
produce data that would be fundamental to many applied prob-
lems -— if not today, someday —— instead , the term “basic”

for some became associated with research without relevance,
now or in the future, to any practical problem. By abstract-

ing reality, the “basic ” research of many psychologists became
irrelevant research since critical parameters found in the real
world were held constant in the experiment at values many standard

deviations from any ever to be experienced operationally .

The Correlationists, while believing that their approach
is as scientific as that of their Experimentalist colleagues,
have tended to emphasize practical problems . Although they
too have developed premature theories , used oversimplified
experimental conditions , and applied techniques that have
led down fruitless paths , on the whole , their research has
been somewhat more successful than that of the Experimental-
ists in meeting the needs of today ’s society.

CONSOLIDATION -- A NEW EXPERIMENTAL PSYCHOLOGY

Both the approaches used by Experimentalists and Corre-
lationists have contributed to the methodology of scientific
psychology. Both have deficiencies when employed tradition-

ally. Ideally, the most effective approach would be to
consolidate the best features of the two disciplines. This

is not a new idea. Forty years ago, Guilford (1936 , p 11)
wrote : “In recent years we see more clearly the common ground
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existing in those two fields and a number of investigators

have been instrumental in bridging the gap that has too long
existed between them. It is one of the purposes of this

volume to help point out the basic unity of the two fields

and to assist in introducing the one to the other.” Peters

and VanVoorhis (1940, p 357-358), in discussing the place of
analysis of variance in research , felt that it “belongs as

a first step in a major research where one wishes to make a

rough preliminary test of his hypothesis in advance of
going to the expense of the elaborate setup needed for a
thorough investigation.” They felt that “for the positive

side of research (meaning that which provides the critical
information], the investigator will need the standard pro-
cedures of classical statistics, such as correlation , curve
fitting , and contrasts of correlated matched groups.

Constructive research is just ready to begin where analysis

of variance leaves off. ” Peters and VanVoorhis also
comment on how the Correlationists developed tools to help

interpret practical and baf f l ing  problems , unlike the
Experimentalist ’s -- unidentified but implied -- imitative
use of statistics from other disciplines. They suggested

that the former is “the ideal toward which we work.”

In 1966, Raymond B. Cattell founded the Society of Multi-
variate Experimental Psychologists and the Journal of
Multivariate Behavioral Research to encourage truly multivar-
iate research and to bring out what Cattell (l966b , p 22-23)

called “The ‘ integrated man ’ -- the new psychologist whose
interests will encompass both the structural (individual

differences) and the process (perception , learning) laws.”

I.
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Ten years later , however , no major consolidation has been
achieved . Royce ( 1977 , p 135) wrote :

More than a decade has passed since Cattell’ s
manifesto. How have we fared? As I see it ,
although progress has been made in the de-
sired direction , particularly in the promo-
tion and publication of a high calibre of
multivariate research , the bridging planks
of the 1966 challenge have not been
significantly implemented.

In this f irst  decade , Royce noted that out of 342 papers,
less than 2% could be described as combining multivariate
and experimental approaches.

Limitations -

When a bridge is built , who will build and who will
cross? When one reads Cattell’ s (l966a)  discussion on
consolidation, there is a distinct impression that he
believes the Correlationists have provided the more sophis-
ticated methodology and it will be the Experimentalists who

must change in order to profit from these advancements in

technology developed by the Correlationists.

But Experimentalists have never shown a desire to give
up their systematic manipulative methods for the uncertain-
ties of mathematical solutions. On the other hand , the
Correlationists have shown little sympathy for the reduction
experiment . Cattell questioned whether a truly bilateral
multivariate study could ever be achieved by Experimentaliat
even if they employed multivariate analysis of variance
models. Speaking of the use of MANOVA techniques by

50



Experimentalists, cattell (1966a , p 244-245)  noted : “In
practice , it is true , the number of independent variables
used has seldom exceeded two or three, because the compli-

cations of experimental design and computation of higher-

order interactions have discouraged investigation . It thus

achieves multivariate status in principle, but scarcely
performs some objectives of multivariate methods , such as
comprehensively sampling large domains of behavioral

manifestations.” Studying too few variables provides too

limited a perception of the situation being investigated .

A true consolidation of the meritorious elements from both
disciplines -- the manipulative control of the Experizuen-
talist and the holistic coverage of the Correlationist -- is
required . A paradigm that achieves this and more is

possible and will be presented in the sections that follow.

CS 
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V. A NEW EXPERIMENTAL PARADIGM

A new approach is needed that will combine the best
features of those used by the Experimentalists and by the

Correlationists. Such an approach , described in Table 3,
would have the following objectives:

1. To approximate from data collected under primarily
controlled conditions an equation capable of
predicting indivi dual performance on a specific
man—machine task under operational conditions .

2. To provide the data in a form that will permit a
modular , quantitative data base to be buil t which
can be supplemented with data from other experi-

ments using this paradigm .

3. To achieve the first two objectives at a cost

that is justifiable for any important question
and which represents a marked saving over that

required by traditional methods for information
of comparable quality and quantity.

The “paradigm” is a model of the way in which research

philosophy, strategy , and techniques can be combined to perform

expeziments that will meet the above objectives. While a

specific plan is described , a part of the philosophy is not

to exclude any approach that can materially increase
the useful information without adding to the costs. The

primary feature of the new paradigm is its ability to
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TABLE 3.

FEATURES OF THE NEW PARADIGM DERIVED BY
COMBINING THE BEST METHODOLOGIES OF
CORRELATIONAL AND EXPERIMENTAL PSYCHOLOGY

• Seeks to describe, understand, and predict the behavior of
the individual in his environment

• Asks what happens in specific situations with practical
boundaries

• Manipulates independent factors when possible , measures
those which vary but cannot be controlled, and records
values of critical factors held constant

• Studies relationships among multiple independent and
multiple dependent variables (bilateral multivariates)

• Seeks to consider all sources of variance that might
affect the behavior under consideration in the
specific task

• asphasizes use of regression model without rejecting any
design or analysis that could increase the
experimental information

• Collects and stores data in a way that builds a store-
house of general knowledge which may be drawn upon
to answer practical questions
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consider a very great number of variables systematically, S

thus combining a holistic approach with classic manipulation

techniques.

GENERAL STRATEGY

Traditional Experimentalists have sought to build a body
of information through a series of small experiments. The

assumption is made that by conducting enough small experi-
ments -- a few variables at a time -- they can eventually
combine the results to form a more complex , mult ivar—

iate space reflecting the effects of variables. In practice,

there are never enough small experiments, results are never
quantitatively combined , and no “big picture” ever
emerges.

The new paradigm , rather than use a “brick—at—a—time ”

approach , begins by examining the overall structure of the
operational space in order to obtain the big picture first .
Additional data is collected to improve the information , to

better approximate the operational space . This assumes that
by first obtaining an overview , however sparse, considerable
economy can be achieved in the data-collection process since

it will be easier to determine in what parts of the experi-

mental space further refinement is needed. By including all

variables presumed to be of some importance to the task in
the ini tial empir ical examination, it is possible to eliminate
the trivial ones before a more detailed examination is made
to derive a function relating the more critical variables to
performance. Where the function fails to reflect reality

the most, more data is obtained to correct the model. The
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S -

function, in equation form, would serve as the tentative
quantitative data base suitable for description and prediction
purposes; to this , new data can be added provided the values
of all critical variables are known.

PRINCIPLES

The success of this strategy is predicated on certain
principles or theories:

1. Equivalence sampling theory. The more closely

the experimental world approximates the real
world , the more li kely experimental data will
predict operational behavior. Therefore, the

more critical variables that are included in
the experiment within operational ranges , the
more precise the prediction .

2. Pareto maldistribution theory. Although a

large number of variables could conceivably

affect results , in fact, only a relatively
few will be critical and many will be trivial;

the magnitudes of their effec ts will approx-
imate an exponential distribution.

3. Simple model of human behavior. Human behavior

can generally be appro~cimated by a second— or

third-order equation ; higher-order effects are

tentatively assumed to be trivial when proper
scaling is employed -.
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4. Trivial error variance. Most residual variance

of any size includes confounded real effects.

By accounting for most of the performance var-
iance in a complex task , little error variance
will remain in the residual.

5. Minimum replication. In general , collecting data
more than once under the same conditions is to be
avoided unless the replication can be justified
by showing to do so is more informative than to
use any other sampling pattern or none at all.

SPECIFIC STRATEGIES

Desired objectives will be accomplished with reasonable

precision and accu~acy by employing the following strategies
and tactics:

1. To achieve rele~,ance, the experimental space

will closely approximate the operational space.

The limits of the experimental space will be

set for all critical dimensions , to match (or
exceed) those found affecting performance for
a particular operational task. Variables to

be considered initially will be based on what

expert judgments and empirical analyses suggest

might be important operationally.

2. To achieve generality, the study will include

all variables believed to have a meaningful
effect on the operation~al task (also defined
by multivariate measures ), whether related to
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the equipment, the environment, the personnel ,
or the task. Individual differences , for all
practical purposes, disappear when those factors
producing subject differences on the particular

task are included in the experiment as any
other factor . With major effects removed , sub-
ject homogeneity is now a fact rather than the

unwarranted assumption as is often the case in

many experiments. Uncontrollable variables

considered critical to the task are included as
covariates to the controlled variables; this
means they must be measured . Since the range

of levels has been selected from those found
under operational conditions , an equation

approximating this space will apply to all sub-

situations occurring within this space.

3. To achieve modularity, records are kept of the

values of relevant but unvaried conditions

that might become critical in later studies
because of a redefining of the experimental
space.

4. To achieve economy, data is accumulated serially,

employing different techniques to answer dif-
ferent questions as the accumulation progresses.

Major questions are : What factors are critical?
What is the simplest model to approximate the
response surface? What are the fiducial limits
once the approximating equation has been refined?
This approach provides a gross overview of the
experimental space, which is obtained economically
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and subsequently can be refined when and where

the need for refinement is noted. It provides
for an empirical test to pare early and econ-
omically many candidate variables, leaving for
further study only those that are in fact
critical for the particular task.

This sequential process is achieved by collec-

ting data in blocks, complete within themselves
for specific information. New blocks are

added only when new information is needed to

provide an adequate model of performance.

Thus , an experiment can be terminated with a
reasonable approximation of the space long

before a full factorial design is completed.

Blocking may cut across several dimensions :

a. The order of the approximating equation

(e.g., the first block collects the data
reçuired to approximate a linear response

- 

surface ; more blocks are added only when
tests show that a higher order model is
demanded . There is li ttle reason to
believe that higher-than-third-order

C equations will ever be required if proper
scaling is employed .

b. Replication is not used automatically .

Each replication is treated as a new

block of data , employed only when needed.

(E . g . ,  it is seldom if ever needed for
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precision or for estimating error terms
to test hypotheses. It may be used to

test conclusions and establish fiducial

limits at the end of the study.)

Appropriate scaling of variables and proper use of

techniques to diminish irrelevant sources of variance (often
introduced by the experiment) also help to keep the required

quantity of data low.

SUMMARY

In summary , with this approach the manipulative advan-
tages of the Experimental method are combined with the

holistic philosophy of the Correlationists. Mapping a
reasonably accurate description of an experimental space that
corresponds to a broad operational space increases the prob-
ability that the experimental data will relate to field
phenomena and generalize across a variety of specific

problems . Maintaining a measure of all potentially critical
sources of variables (along with the approximating

equation ) provides a coordinate space within which new data
can be fitted. Sequential approaches that collect no more
data than necessary to answer the question of the moment --
questions that change as the research program progresses
toward the full development of an approximating equation --
enable large numbers of variables to be studied with

considerable economy . The techniques and sequencing required
to carry out this approach will be described in the following

sections.
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The new paradigm is divided into five phases intended

to:

- 1. Define the problem
355

2. Identify the critical variables
3. Develop response surface
4. Refine equation

5. Verif y experimental results

The relationship among phases , goals , and methodology are
shown in Table 4. Each phase will be described in the

following sections.
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VI. PHASE ONE: DEFINING THE PROBLEM

The f i rs t  phase of the research program is the least
systematic of all and for that reason requires the greatest
astuteness , ingenuity , and persistence on the part of the
investigator approaching an unknown situation that he wishes

to describe quantitatively. Because he usually prefers (or

is forced) to work one step removed from the real world in

which the situation occurs, he must be selective in what he
- 

- will study and judicious in how he will study it. Even

though he is handed a problem to solve, a question to answer,
or a situation to evaluate, the investigator is still faced
with a major effort, that of translating a casual expression
of the problem to an explici t definition and conve-rting the

real-world situation into an experimental plan. In addi-

tion , he must see that the subjects, equipment, environment,
and task are prepared for the data-collection period. This

is the general purpose of the first phase.

To define the problem, the investigator must place

limits on a huge multivariate space in which an equally

multivariate task is to be performed . The general question

that he must answer is: What precisely is the task and
under what conditions of the equipment, environment,
personnel and certain time considerations it is performed?
This he must do in two steps if he expects to optimize his

experimental plan. First, he must dimensionalize the problem

as it exists under operational conditions. Then , af ter  the
f irs t  step has been thoroughly worked through, he will render

the real-world problem into a viable experimental plan.
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A REAL WORLD ORIENTATION

A fundamental principle in the design of any experiment

is that the definition of the task and the conditions under

which performance will be measured must be based on real—

world considerations. Decisions to include or exclude, du-
plicate or approximate, in the experiment should be made on

the basis of their impact were the same thing to occur under
operational conditions. Because this relevance is so
important, the first step of the problem definition phase is
to know reality. Only af ter  the operational analysis has
been made should the irvestigator begin to translate the
problem, still conceptualized in real-world terms, into
questions and conditions that can be dealt with experiment-

ally.

LIMITING THE EXPERIMENT

In the second step of the problem definition phase, the

“reality” of the operational situation will often clash with

the “reality ” of the experimental situation . This step,

therefore , is a time for compromise. This is the time when

the requirements for the experiment as defined by the user,

the engineer , the investigator , and the operational situation
must be balanced against the practical limits imposed by

money, time , and availability . As long as the investigator

is conscious of the consequences of his decisions, then the
trade—of fa required can be weighed on the basis of the

ultimate criterim: useful information (Simon, 1975b).

Another important principle of the new paradigm is:
What ’s not worth doing is not worth doing well (Hebb , 1974).
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The investigator should not only be concerned with translating

the real world problem into one that can be systematically
studied in the laboratory, but also with whether or not any
experiment should be done at all. As an experiment is

being formulated, an investigator may recognize the fact
that for various reasons he will, be unable to get the infor-

mation desired. To continue with an experiment as planned

under those circumstances is unethical. While there are some

who would contend that any information is better than none

at all, with the high costs of doing research and the dangers
of applying erroneous data to real-world problems, a recom-
mendation to terminate the project, revise the question, or
increase the resources (when that will make a difference) are
all better alternatives than continuing as planned. Some of

the circumstances in which a formal experiment would
ordinarily not be justified include:

1. Experiments on questions that can only be
answered analytically, but never
empirically.

2. Experiments in which it can be determined by
an informal investigatory study that ef-
fects will be trivial.

3. Experiments in which the correct answer

will not be obtained because of restrictions
placed on the simulation, e.g., critical
variables are omitted; variable levels fall

outside the range of any practical interest,
now or later; there is insufficient time or

money or cooperation to do the research
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properly; irrelevant variables can

neither be controlled nor measured;

critical conditions exist that are not
representative of those found in the
real world to which the results are to
be applied .

Tyler (1973 , p 1025) discusses research on problems for
which definitive answers can never be obtained . She wrote:

It is that the applications of what is
found out are to a considerable extent
out of the investigators’ hands. Long
after they have moved on to other hunting
grounds , in this world or the next,
people may be citing their results in
support of policies and programs they
know nothing about. We need to remember
this in making research plans. While it
is to be expected that ambiguous results
will often turn up, especially in work
on new and complex problems, if it becomes
clear that the results of a line of re-
search are going to continue to be
ambiguous no matter how many successive
studies are made because of the impossi-
bili ty of controlling or correcting for
the influence of a crucial independent
variable, it would be better not to
pursue it further .

She concludes that when it is apparent that there is no way

to resolve an issue experimentally, “investigators should
give serious thought at the onset to - whether the research
should be done” (p 1026). Phase One of the new paradigm is
to be used in part to make this decision .
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OBJECTIVE S

The major objectives during the problem definition

phase are :

1. Establish the dimensions and limits of the

task (or tasks) under investigation , based

on real—world consideration.

2. Ascertain that all equipments are operating
reliably and accurately as intended and
represent the critical dimensions of their

real-world counterparts.

3. Check on the availability of the necessary

number of subjects (operators) with the
correct characteristics for the problem at

hand.

4. Prepare for the collection and analysis of

data to maximize the ease and accuracy with

which this will be done.

In practice, the achievement of these objectives may extend
into other phases. still they illustrate what type of pre-

liminary action must be taken before the experimental

design is selected or the data collected .

A list of some of the tasks required to achieve the above

objectives is given below. Details are not provided regar-

ding these tasks since to do so would entail a major paper in

and of itself. These tasks include :
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• Identify the general problem area (Mission)1

• Identif y the task (or set of tasks) to be
investigated. (A task is a particular
combination of events occurring consecu-
tively in time, having identical performance
criteria which are influenced by essentially
the same set of critical parameters.)

• List as specifically as possible the infor-
mation expected to be obtained from the
study when it is finished.

• Identify the measures of task performance .

• Identify the equipment , environment ,
personnel , and time—related variables that
might be expected to critically affect
task performance in the real world. (At
this point, be liberal but not ridiculous.)

• Determine the range of all predictor variables
through which the task is likely to be
performed, now or in the foreseeable future.

• Determine which of the operationally relevant
variables can be created and/or measured in
an experimental environment.

• Determine the methods of measuring both
predictor and response variables, including
the measurement scale that will be used,

• See that the equipment , environment, and
tasks are truly representative of the oper-
ational situation.

• Determine which measures can be made on-line
and revealed during or immediately following
an experimental run , and which cannot. Can
raw data be used directly or is additional
analysis required? How much time delay is
there in off-line analysis?

• Check hardware and software to see that
performance measures and analyses will be
accurate.
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• Optimize the Mean Time Between Failures of
all equipment. Check system reliability.

• See that  the equipment not only meets
engineering requirements but also those
needed to simplify data collection and
enable experimental design changes to be
done quickly (flexible). This is also a
requirement of any computer software
required in the simulation .

• Determine whether there is an adequate
supply of truly representative subjects
over a long-enough period , and that subject
dimensions relevant to the task have been
measured .

• Make certain that all research assistants
are adequately t rained for their job .

• Make certain that planned experimental
sequences have been tried to see if there
is enough time and distribution of labors
to reduce pressures on experimenters durinq
the data-collection stage.

• Make certain that instructions , traininy ,
and other techniques for prepariny the
subjects are adequate .

• Plan for contingencies that might occur
during the data collection to minimize
disruption ( e . g . ,  from equipment breakdown ,
premature subject termination , environ-
mental interferences).

INFORMATION SOURCES

Dimensional ization of the task, including the conditions
t under which it will occur, involves an investigation of

existing sources of information , and may also i nvolve ~ OIIIe

r
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empirical data collection. Sources of information for

dimensionalizing the problem include:

Literature review
- Interview

Direct observation
Personal experience
Data collection

For a program of any major size, all of the above will prob-

ably be required. For some problems, there may be no opera-
tional system to be observed , experienced, or measured.
Simulation may have to be relied upon in these cases.

However , simulation is a retreat from reality, and one must
be careful that problem definitions based on observations

of performance in the simulator are truly representative of

conditions in the field. -

TALENTS INVOLVED IN DESIGN OF EXPERIMENT

In any large-scale research program, multiple talents
involving knowledge and skills from different backgrounds of

training and experience are required for the success of the
venture . The concept of an interdisciplinary team is not
new, but it has not always been implemented effectively.
Ideally, in the beginning of the problem definition phase,
each member of the team should present and defend his own
parochial point of view. The purpose is to educate the

other members and to make certain that no decision is made

that will in fact compromise the information to be obtained

from the investigation. Eventually, compromises will be

made, hopefully ones in which the system point of view
prevails and no position is seriously degraded . In practice ,
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the man with the money most often prevails even though he

may not be the most competent to make the decisions which

too often are component -- his component -- oriented. Still

another principle required to effectively carry on a
research program of the magnitude in which the new paradigm
is just if ied is: Multidisciplinary team members who design
the experiment must stoutly defend their individual posi-
tions but only in terms of system goals.

Members of a research planning team should be experts

in the following elements of the experiment situation:

1. The real-world task. At least one participant must

be capable of relating all experimental decisions
to reality. If something is to be done in the ex-

periment, he must be assured that it will not
compromise the value of the experimental results

when they are applied to operational situations.

2. The experimental methodology . At least one parti-

cipant must be able to translate reality into a
viable experiment. This implies not merely a

knowledge of experimental design and analysis, but

also the practical problems that can arise in data

collection, and the informational consequences

when the experimental paradigm must be compromised .

3. The equipment. When complex equipment is involved ,

an engineer must ascertain that it will provide the

inputs and outputs required by the experiment and

will simulate the critical conditions in the real
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world, He must be concerned with keeping costs

down. He must be prepared to offer compromises

in equipment design that reduce costs without

sacrificing the requirements of the experiment.

4. The experimental milieu. Someone must be capable

of dealing with and representing the users, the

administrators, the funders , and others outside
the immediate experimental process , but whose
opinions can markedly affect the direction the

research can and will take. He must be able to

explain to them why particular decisions are
made and why certain requirements are important.

He must be able to represent their point-of-view

in the planning phase.

While the necessary talents , knowledge , and skill s may
all reside in one person, it is not always the case the he
will be an expert. It is generally good practice that an
investigator seek information outside himself. While there

may be circumstances to the contrary , the final experimental
plan should be left up to the investigator , who hopefully
will combine the inputs from the other sources optimally .

PRE-EXPERIMENTAL ANALYSIS

As a first pre-experimental exercise , the investigator,

along with whoever is knowledgeable about the real-world

task, should order both the predictor and response variables

in terms of their expected importance. With a large number

of variables , it may be difficult or even impossible to rank
th.~ variables individually; cluster ranking is appropriate.
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The important thing is to find out which ones are believed
to be the most critical and which are not. The reliability

and accuracy of the ranks at the extremes ought to be high

f or knowledgeable rankers.

As a second pre-experimental exercise, the investigator ,

along with the real world representative , should mark those
variables that might be expected to interact with other
variables. He should distinguish between disordinal and
ordinal interactions (Simon, 1971, p 21; l976b, p 62), since
it is important that the former be included in the experi-

ment, the latter being dissolvable through proper scale
selection. -

Third, the investigator and the engineer should rank

the variables in order of the following qualities:

1. Ease of simulating (indicating any reduction in

di f f i cu l ty  if the range of levels is reduced) .

2. Cost of simulating the proposed range of levels,

indicating major reduction in costs for reduced

ranges.

3. Ease and speed of changing levels.

These analyses , when done independently of the decision

to include or exclude a variable, will facilitate making
that decision.

p
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Classification

The variables can also be classified in a number of ways

that affect  the plan of the experiment and the data collec-
tion. Important classifications include the following

qualities:

• Task specificity 
-

• Manipulability

• Quantitativeness

• Subject attributes

• Subject characteristic selectivity

• Predictor—criteria variations

Whether a variable is general or specific to a particular
task is important for prediction purposes, the general ones
being found each time the task is performed while the specific
ones may or may not be present, but are critical to some
extent when they are present (Simon , 1976b , p 57 ) .

Another important distinction among variables is

between 1) those that can be controlled and manipulated by
the investigator , and 2) those that cannot. The first group

(controlled ) will be systematically studied in an experi-
ment employing a “screening” design pattern for economy.

Equipment variables generally fall into this group. The

second group (uncontrolled) will be measured concomitant

with the measure of performance and treated as any covariance
data might be. Environmental and personnel variables are

frequently of this type. omitting sources simply because

they cannot be controlled , or because they are difficult to
measure, negates the very purpose of the experiment ’s primary
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objective , i .e . ,  to account for as much of the performance
variance as possible. This approach enables us to handle
within the single experiment all of the variables j udged
relevant , whether manipulatable or not .

The controlled variables should be classified in another
way, i.e., whether they are quantitative—continuous ,
quantitative-discrete , or qualitative (categorical). This

information will be useful in planning the experiment, as
discussed later. Whether or not they are “zero ” variables

should also be noted. Zero variables are those that can

take on a value of zero meaningfully. For example, the
“resolution of a visual display” cannot take on a value of
zero meaningfully, while “vibration” can.

Subject (personnel) variables can be divided into two

types: 1) those pertaining to specific , measurable , simple
attributes (e .g . ,  visual acuity , weight , blood pressure),
and 2) those pertaining to more generalized, composite
characteristics (e .g . ,  pilot/non—pilot, years in service,
etc.). The first group can then be handled in the same way

equipment variables are treated within the screening design ,
while the second group must be tested outside the design ,

with a complete basic screening design being run at each
level of the composite subject variables. This is done to
minimize the complications that might arise in the presence
of disordinal subject-by—equipment interactions. The
reasoning here is that interaction~ are more likely to occur
with composite subject variables than with the simple
subject variables. However , for any specific situation, the
investigator must weigh the alternatives of handling subject
variables in these two ways before deciding what to do.
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Subject variables also may be controlled or uncontrolled .

Controlled variables are attributes that can be obtained by

selecting subjects with the correct combinations that must be
f i t  into the screening design matrix . If there are , for
example , three such subject variables at two levels each ,
eight different  subjects would be needed to satisfy the eight
combinations of high and low conditions of each attribute.
Each of these subjects would be tested on the appropriate

levels of the equipment parameters , as indicated by the
remainder of screening design. Where subject variables are

uncontrolled, they must be treated as measured data. In some

cases , measures of subject variables are obtained from
historical data.

A familiar  classification scheme for the Experimentalist

is that which separates the independent or predictor vari-
ables from the dependent or criteria variables. The

dependent variables are the ones that have been most
neglected when experiments are designed and the problems
defined. The availability of statistics for handling mul-

tiple responses in the same multifactor analysis demands

that more serious thought be given to this class of variable.
Reising et al, (1977, p 221) reviewed over 200 articles in

the journal , Human Factors, and concluded that “ researchers
fail  to define the experimental criteria or adequately defend
the choice of dependent variables and summary statistics.”
They propose methods for improving upon the deficiencies -

reflected in those observations.
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PRELIMINARY EMPIRICAL INVESTIGATIONS

During the problem definition phase , certain preliminary
empirical studies may be warranted . Among the most common
situations are :

1. Identifying primary factors in important composite
variables

2. Determining weights of multiple response measures

when related to a criterion

3. Performing parametric verification studies

The more effective techniques used in these investiga-
tions are those used by the Correlationists. Only a limited
number will be suggested here. The reader is referred to

books on multivariate analysis , such as that by Cattell
(1966), as well as such statistical journals as Psychometrika,

Technometrics, Multivariate Behavioral Research, Educational
and Psychological Measurement, Biometrics, and so on, for the
latest advancements.

Identifying Primary Factors in Composite Variables

Some critical variables are actually composites of a
number of more fundamental variables. Usually critical

variables may be ordered , but are d i f f icu l t  to measure . An
investigator may prefer to introduce such variables into
his experiment using several fundamental variable dimensions
rather than using the single, complex, composite variable.

For example , “background complexity” is a recognized
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variable that has considerable influence on the visual

detection of targets. But background complexity only can

be subjectively ordered on a crude scale , from very complex
to plain (solid). Fen Rhodes (1964) attempted to quantify

“background complexity” by measuring eleven characteristics
found in all terrain pictures and relating them by least
squares (multiple regression) analysis to the time required
to find the target . Better techniques are available today
(e.g., ridge regression analysis —- see Simon , l975a) but
the idea remains a good one for this class of variable.

Determining Weights of Multiple Responses

An investigator may have to use secondary criteria to

measure performance under operational conditions because it

is too dangerous , too costly,  or otherwise impossible for him
to measure the ultimate criterion. Yet in the laboratory ,

he may be able to measure both secondary and primary criteria.

He would want to find (in the laboratory) the relationships
between secondary and primary criteria , in order that he
might apply the empirically determined weights to the field
data. Ridge regression analysis (Simon, l975a) would be a

better technique than conventional multiple regression
— analysis for this purpose.

Parametric Verification Studies

Certain information needed before a large scale experi-

ment begins can only be obtained empirically. To plan an

experiment properly, the investigator should discover in
situations as close to those that will occur in the experi-

ment itself the following information:
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1. How much intra-subject trial-to-trial
variability can be expected?

2. How much inter-subject variability among
homogeneous groups can be expected?

3. What critical transfer and trend effects
can be anticipated over five or ten
trials?

4. Can the task be performed under all ex-
perimental conditions?

5. Are the data collection schedule and
procedures reasonable?

6. Are the performance measures relevant
criteria for the particular task?

7. Is the equipment reliable over trials?

8. Are instructions to the subjects clear?

No extensive effort need be made to answer the above

questions. The intent is to minimize assumptions and to

gain some empirical evidence about these items so that an
investigator can correct or be prepared to handle those
that show up as being severe . No subtle measures are
required. The investigator “plays around” with the equip-

ment and some representative subjects for a day or two,

searching for items such as those listed above that might
disrupt the data— collection process or distort the results.

C
78



VII. PHASE TWO: IDENTIFYING CRITICAL VARIABLES

Exper~irnents in the human factors engineering literature
are closer to those found in Phase Two than any other phase.
This does not mean that they had been preceded by an elaborate
problem definition phase , nor that they would be followed
by the function derivation process of Phase Three . Neither
are likely. - It is because both the old and the new approach
involve some version of an analysis of variance model for
sampling the experimental space. However, beyond that simi-
larity neither the purpose , the form, the a~.alysis, nor the
follow—up effort are necessarily the same.

Whereas the traditional exper iment is usually intended
to be an entity in and of itself , the data collected and
analyzed in Phase Two of the new paradigm is but the beginning
of an extended collection/analysis sequence of which Phase Two

is a module. Whereas the objective of the traditional ex-

periment has been to identify “statistically significant”
effects, the objective in Phase Two is to discover empirically
and systematically which of the long list of candidate
variables selected rationally in Phase One are really
important in the performance of the task. With the techniques
described in this section , the data collection required to
screen 25 or 75 candidate variables is generally less than

that used in some traditional experiments found in the human
factors literature (Simon, l976b , p 26). As few as twice

the number of observations as there are variables to be
screened may be all that is needed to estimate the effect  of
each variable independent of any two-factor interaction
effect .
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PRINCIPLE OF MALDISTRIBUTION

Under lying the approach proposed in the new paradigm is
the assumption that the magnitude of the effects of the very
large number of variables associated with a particular task
will, approximate an exponential distribution. This means
that for any one task , the effects of a relatively few
variables will account for most of the observed variance.

This assumption is referred to as the Pareto Maldistribution

Theory or assumption or principle (Bunde , 1959; Engineering
Statistical Method s Group , 1963). In a limited analysis on
some human factors engineering experiments, Simon (1976b ,
p 55—56) found this assumption to be true .

Thus , by eliminating the smaller, non-critical variables
from all subsequent studies , the valuable data-collection
time will be saved when the response surface is to be approxi-
mated. Since it will be built upon data collected only for

the more important variables from a large candidate list for
the particular task, the derived equation of the response

surface should be expected to predict performance well under
operational conditions. The use of screening prior to
response surface development therefore not only assures
economy in data collection but also increases predictive
accuracy .

SCREENING -

t The f i rs t  step in planning the screening phase is to
divide the candidate list of predictor variables into two
groups : 1) those that can be controlled and manipulated by

r 
the investigator; and 2) those that cannot . It is the f i rs t
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group that will be f i t  into a screening design representing
the coordinates at which the multivariate space is to be
sampled.

THE ECONOMY OF SCREENING DESIGNS

Economy in data collection is achieved with screening

designs because a sequential approach is used . A block of
data is collected and analyzed to determine whether or not
more is needed to identify the important variables. Since
each block is only a small fraction of the total factorial,
this iterative process keeps data collection to a minimum.
It is almost a certainty that the ful l  factori~ 1 space will
never have to be sampled , or for that matter , ~ven one—
hundredth of it in the screening of 15 or mo~~ variables.

The purpose to be satisfied by each data-collection -

block entering sequentially into the screening study is as
follows:

First, collect only enough data to estimate the magni-

tude of all main effects independently of one

another , but confounded with all higher-order
effects. (Resolution III design)

Second , collect enough additional data , which when
combined with the data from the f i rs t  block will
isolate all main effects from all two-factor
interactions. (Resolution IV design)

t
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Third, collect enough additional data , if necessary , to
isolate and estimate the effects of specific
disordina], two—factor interactions or three-factor
interactions that might affect the ordering of

the main e f fec t s .
I

Fourth , keep replication to a minimum , if at al l .

Two exceptions may occur to the above list: 1) when
there is an except ionally large number of candidate varia-
bles (e.g., 75 to 100), a gross preliminary screening may be
called for in which critical sources are not fu l ly  isolated

t until later , and 2) when the investigator decides to combine
the f i r s t  and second steps into a single step, thus creating a
Resolution IV design immediately . There are pros and cons

to this decision (Simon , l976a , pp 8-11).

In Resolution IV designs, main effects are confounded
with three—factor interaction effec ts , and two-factor inter-
action effects are confounded with one another in independent

strings. In most cases, a Resolution IV des ign will be
suff ic ient  to order the variables correctly since there is
evidence to show that with quantitative variables , the
effects of three-factor and higher-order interactions are

usually trivial, and that these interactions are most likely
of the ordinal type (Simon, 1976b, pp 57 -65 ) .  If the
uncommon disordinal interactions should occur , the amount of
additional data required to isolate them (as in Step 3)

need not be considerable.

This sequential strategy is basic to the new experimental
paradigm , i.e., the procedure of collecting as lit tle data as

1:
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possible until an examination of the data shows that more is

actually needed to reveal additional information. The tradi-

tional approach of immediately collecting enough data to

estimate higher—order effects is wasteful. Seldom, if ever ,
are there reliable fourth-order interaction effects and
when these do occur, their effects are likely to be trivial.

Even non-trivial third-order ef fec ts  occur infrequently. If
under unusual circumstances they turn out to be critical,
they can be isolated after the fact has been established ,
not before .

CHOICE OF SCREENING DESIGNS

An investigator can choose among several forms of
screening designs. These are :

I. Designs for screening a very large number (e.g., 100)
of variables

A. Supersaturated designs
1. Random balance
2. Systematic

B. Group-screening design -

1. Two-stage
2. Multi-stage

II. Designs for screening large numbers (e .g . ,  30) of
individual, variables

- A. Box and Hunter designs
B. Plackett and Burman designs
C. Simon designs
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Screening a Very Large Number of Variables

When the investigator has used every rational means

during the first phase to pare the candidate list, but finds
that he still has seventy—five to one-hundred variables that

he can ’t discard , by tolerating a certain amount of uncer-
tainty he may perform a preliminary screening study to reduce

this number to 25 or 30 variables by making approximately 50

observations. There are supersaturated and group-screening
designs for thi s purpose .

Supersaturated designs. These are factorial designs

in which there are more variables than there are observa-
tions. Mathematically, in this case , it is not possible to
isolate every main effect from every other main effect. The

matter is resolved for those who propose this method since
they assume that the Pareto Maldistribution Theory will be

operating. Out of the total number of variables included in

the experiment, actually only a few will have a critical
effect and many will be non-trivial: thus there will be

more observations than there are critical variables , and
thus , the critical effects can be isolated . Two approaches

in designing these experimental plans have been proposed .

Random Balance designs (Satterthwaite , 1959; Budne, 1959a,

1959b, l959c) are created by choosing the levels of each
variable for each experimental condition at random. As many

variables as desired would be included in the description

of each condition , a desirable feature when one wishes to
locate the condition in the coordinate space. For each
condition, the level -- generally one of two alternatives --
at which each variable is set would be selected at random .
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Ordinarily approximately 50 or so observations are all that

would be required in these designs. Budne (1959b , p 9)

suggests that restricted randomization might be desirable,

such as having the levels of each factor represented an
equal number of times. He also describes a grouping technique

with combinations among groups randomized . Scatter diagrams

are used to analyze the data. A computer is useful for

plotting these diagrams. The largest effects are discovered

by eye-balling the data, and after these are removed, the
data is replotted so that lesser effects of some magnitude
can be identified. Two-factor interactions can and should

be examined in the same way. The technique is like a

graphic stepwise-regression and may have all of the inherent

dangers. Random Balance designs have been used by some and

soundly criticized by others (Youden, Kempthorne, et al, 1959).

Booth and Cox (1962) propose a different supersaturated

design in which the levels are systematically selected. They

assume that there are no interaction effects and only

a few critical main effects. In their paper (pp 490-492)

they provide designs for up to 36 variables and 18 observa-

tions, but as Kleijnen (1975) remarked when he reviewed these
designs, the eUort to use Booth and Cox’s computer routine
to develop designs that would handle larger numbers of cases

(or require fewer observations) “might very well be pro-

hibitive” and he proposed that group screening designs might

be used instead.

Group screening designs. These plans, like the super-

saturated designs, are intended to provide a rough first cut

at a large number of variables to reduce their number to 30

or so. Group-screening designs (Watson, 1961; Patel, 1962;

85

-4



,t.

Li, 1962) handle a large number of factors by combining them
into groups and then treating each group as if it were a
single factor. The assumption is made that if a group-factor
is found to have a trivial effect (insignificant), then all
factors within the group will be insignificant. Those
factors in groups found to be non-significant would be
studied further; those in groups with trivial effects would
be dropped from the investigation. Both size and content of
the groups are important. Natural groupings are preferred.

Watson (1961) proposed a two-stage group screening plan
in which factors are tested in groups in the first stage and
individually in the second stage. If the number of factors
is quite large, however, multi-stage group screening might be
necessary. Patel (1962) and Li (1962) both proposed plans
that allow for more than two stages. Groups that survive

• after the first stage are partitioned into smaller groups for
the second stage, and so forth, until the number of individual
variables remaining are of a size to be handled by ~ndividua1
screening designs.

A number of assumptions hold in all of these plans (see

Kleijnen, 1975, p 488), the most important and restricting

r 
being that a) there are no interactions, and b) the direction
of possible effects are known. These are needed to make
certain that several effects within a group do not cancel one
another out. In human factors engineering, the second

assumption is tenable, the first may not be. However,
disordinal. interactions rather than the ordinal ones are

the most important, and the least likely to exist. Unequal

group sizes in these designs are possible and may be used to

avoid cancellations by putting questionable effects in dif-

ferent groups.
86

C

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  __________ ________



Kleijnen ’s (1975) article is an excellent overview and
discussion of these methods. Whether group or individual
screening must or can be used depends on cost and time
restraints.

Screening a Large Number of Individual Variables

Three somewhat related choices of designs for screening
individual variables are available to the investigator.
These are:

a) Box and Hunter ’s designs (see Simon, 1973, pp 89-
101; 105-114). Main effects of each variable can
be estimated independently of one another, but are
completely aliased with specific sets of higher—
order interaction effects, including two—factor
interactions. The minimum number of experimental
conditions for these Resolution III designs is
equal to the first power of two greater than the
number of variables to be studied. To isolate
main from two-factor interaction effects (Resolu-
tion IV designs) this number would double.

b) Plackett and Burman ’s designs (see Simon, 1973,
r

pp 102-104). Main effects of each variable can be
estimated independently of one another, but are
partially confounded with two-factor and higher
interaction effects. The minimum number of ex-
perimental conditions for these Resolution I]1
designs are equal to the first multiple of four
greater than the number of variables to be studied.

C
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This number would double when new conditions
needed to isolate main from two-factor interaction
effects (Resolution IV designs) are added.

C) Simon’s designs (see Simon, 1977, pp 8—24).

Main effects are independent of one another and of
all two-factor interactions, the latter being aliased

in sets of independent strings. Designs are robust
to linear, quadratic, and cubic trends, and can be
adjusted to minimize factor-level change counts.
These designs are Resolution IV designs, requiring

a minimum number of observations equal to twice
the first power of two greater than the number of
variables to be studied. It is generally better to
leave approximately five or six degrees of freedom
to be used for trend adjustments and blocking
rather than independent variables.

Plackett and Burman ’s designs usually require the fewest
observations for a Resolution III or IV design. Because of

the low correlation between main and two-factor interaction

effects (Tukey, 1960), these designs are useful when there

are reasons to believe that one might not be able to continue

after the Resolution III design data was collected. With

them, one could stop the study and still know a good deal

about the proper order of main effects. Box and Hunter ’s

and Simon ’s designs are variations of the same construction

plan. Box and Hunter ’s design can be rearranged so that it

is optimized for trend effects and change counts according

to a number of available plans, while Simon ’s is already

arranged to make them robust to trend and provide a simple
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algorithm to keep it that way while minimizing the factor
level change count. Simon’s design was not intended to be
run in two Resolution III blocks, while the other two forms
of designs are. The advantage of a two-block approach is
that, after examining the block of data, changes can be made --
in the number of variables, or in their range of values -—
before continuing on to the second half if this seems desirable.
Data from the first block (Resolution III) may at times be
sufficient to terminate the experiment; in that case, running
the second block would be uneconomical. Rewsve~~ ~tmnn ’.

dasi~ns seuld alse be divided inte t~re Ftsselutien III blea3ce,

-~~“~‘~ed that the data en the trend everlap and the €aetar
level ehange ~eunt were medL~ied. Fer dasi~na 1~~~~~~Lb&Tr

1k-p ~~~~~ (h—p) — 
l~ er mere, relatively little iv lost

th ”wjh 4-h ip h1r~~~r i ng  Plackett and Burman ’s designs are the

more difficult to construct and the more difficult to analyze
were it necessary to isolate two-factor interactions from

one another or main effects from higher-order interaction
effects.

Since Resolution IV designs confound three-factor and

higher interactions with main and two-factor interaction

effects, respectively , these designs are predicated on the

assumption that these interactions are negligible. Only the

disordinal two—factor interactions are seriously going to

modify the order of main effects. Since it is only the order

that we are concerned with in a screening study and then only

to identify the critical factors, only major disruptions are

likely to matter a great deal. Only when the investigation

reaches the response surface representation phase, however, is

it necessary to be concerned with isolating all major sources

- of variance.
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ISOLATING INTERP~CTION EFFECTS

If any string of interaction effects appears to be non-
trivial, or if the investigator suspects certain two—factor
interactions to be of the disordinal type, he will want to
collect enough additional data to isolate the critical ones.
The purpose for this augmentation process is not to improve
the equation derivable from the screening design data,
although this would happen, but to be assured that the order
of main effects (i.e., the variables) is not disarranged.
Techniques for doing this have been supplied by Daniel (1976,
pp 246-247) and John (1966) as well as the discussions by
Simon, (1973, pp 115—125).

REPLICATION

Replicating an experimental design can be accomplished

in two ways and for many reasons. Replication can be

accomplished by testing the same subject several times on

the same condition(s) or by testing several subjects on each

condition, or both. In every case, the additional observa-

tions destroy the economy of the designs and result in most

of the information obtained being redundant. Traditionally

replication has been used to bury the evidence of an inves-

tigator’s failure to identify critical sources of performance

variance or to control irrelevant sources of variance during

data collection. Replication has also been used as a mis-

guided effort to improve precision, to estimate the error

variance for a significance test, to compensate for sequence

C
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effects, and to average out individual differences. Simon
(1973, pp 19-31) showed why these reasons are ordinarily
either unnecessary or can be accomplished by effective but
more economical means.

Two principles apply to replication:

1. The general principle is: Don’t replicate unless
the gain in information is cost-effective.

2. The principle specific to screening designs is:
As long as the factorial design has not been
completed -- which is usually the case with
screening studies -- it is better to run a dif-
ferent fraction of the factorial to isolate more
aliased effects than it is to repeat the same
fraction.

An exception to the general rule that might prove cost—
effective occurs when several trials are run sequentially on
each experimental condition to minimize trial-to-trial
transfer (cross-over) effects from being confounded with the
effects of interest (Simon, 1974, p 23). As yet, since
techniques for compensating for transfer effects have not

been incorporated into screening designs that compensate for
trend effects, this procedural technique may be necessary in
some cases.

Whenever multiple subjects are used to obtain an “internal

validity” or “inter-subject reliability” check, the results

from each subject should be examined separately and compared
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rather than ~combined mathematically. Differing patterns

among subjects can be interpreted in a number of ways pro-

viding clues regarding the results and what future data
collection is required (Simon, 1977, Section IV).

ANALYZING SCREENING DESIGNS

When the effects of each main effect and string of two-

factor interactions are determined in an unreplicated
screening design, the precision of the estimate is often
equal or superior to that found in fewer-variable studies
that have been replicated. For example, an unreplicated
Resolution IV screening design would require a total of 64
observations to estimate the independent effects of 31
variables and 32 strings of two-factor interactions. Each
estimated effect is the difference between the means of 32
performance measures on the high level and of 32 on the low
level of each variable. That’s equivalent in total
observations to finding the effect of one two-level variable
after replicating the design 32 times; of course, with the
screening design we also have measured the effects of 30
other variables and have some information about interaction

effects at no extra cost.

For screening purposes, the investigator will want to
rank the independent effects in order of their magnitude,

but he will also need additional data to help him decide

where to draw the line between crucial, marginal , and trivial

effects. Several criteria can be applied to the unreplicated

data obtained from the screening study:
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1. Is the mean difference between low and
high conditions of each effect one of
practical importance?

2. Does each variable account for a non-
trivial amount of the total variance
(eta squared) in the experiment?

3. Is the cumulative proportion of variance
in the experiment accounted for by all
variables designated trivial still a
trivial amount?

4. Which variables appear to be “signif i-
cant” when plotted on a half—normal
grid?

Calculating the data needed to apply these criteria
(Simon, 1977, Section V) is relatively simple and straight-

forward when the performance measure is a single, dependent
value. Still , classifying variables as crucial, marginal ,
and trivial is a subjective process; how to weigh the

different criteria cannot be decided by precise rules.

Since it is easy to recognize very crucial and very trivial
effects, the most difficult decisions will occur in the
middle of the ordered effects. However, a mistaken assignment

won’t be disastrous, for at this point the values are small.
If a marginal effect should be called trivial, it may be
reconsidered later in the program if evidence shows that it
was misclassified .

MULTIPLE RESPONSE (DEPENDENT) VARIABLES

Single response measures are seldom sufficient to repre-
sent performance on complex tasks. Adequate representation

will generally require a number of not necessarily uncorrelated

r measures. Traditionally , multiple criteria have usually been
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analyzed separately , a measure at a time. Since response

variables are likely to be correlated, eliminating them from
the analysis or holding them constant can distort the

interpretation of the data based on the single criteria.

Where multiple responses (criteria) are important, they must
be analyzed together.

Understanding the joint contribution of several response

variables can make it possible to select a smaller but more
efficient combination with which to measure performance. It

is also more economical to carry out a single test rather

than a number of separate tests and it usually increases the
generality of the results.

The following methods might be used to rank the variables
in a screening design when multiple responses are involved

(see Simon, 1977, Section VIII):

1. When the nature or mission of the task is known,

the investigator can often assign weights to
the multiple criteria based on their relative
importance , to derive a single, composite
score.

2. Graphic inspection can be used when there are

only a few independent and dependent variables.
The results based on each criterion are

plotted separately and superimposed on the
same graph paper.
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3. LaGrange multipliers can be used to find
the optimum point among multiple independent

variables where there are two criteria
measures. More criteria might be handled.

4. Step—down procedures can be employed when an

investigator cannot assign quantitative

weights to his response variables but is able

to rank them in order of their importance.

5. Multiple analysis of variance can be used if
one wishes to determine the proportion of total
dispersion accounted for by the independent
variables.

6. Gamma distribution plots permit a visual exam-

ination of the multivariate effects in a way

that can identify those larger than would be
expected by chance.

r
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VIII. PHASE THREE: DEVELOPMENT OF RESPONSE SURFACES

The screening phase is over when the critical variables

~or a particular task have been identified without fear that

hidden interaction effec ts might change their rank order or ,
more particularly , their designation . The next step is to

approximate the experimental space with an equation with the

cr itical variables as its terms . Whether•or not marginal
variables are included in the equation at this point is
determined by such practical considerations as the avail-

ability of time and money. Still an equation based on the

critical variables that were selected out of all candidate

variables suspected of having real-world effects, is li kely
to predict well under operational conditions provided it is

an unbiased representation of the experimental space. An

equation derived from the screening study may be biased for

two reasons: 1) a non-linear function is needed to approx-

imate the response surface; 2) critical interactions still

remain aliased with non—critical interactions and occasion-

ally main effects. The third phase of the new paradigm is

to determine what this unbiased representation of the
experimental space should be. To do this, additional data

must be collected . Let us see how this combines with the

data from the screening study .

FIRST-ORDER RESPONSE SURFACES

The results from a Resolution III screening design
provide sufficient data to write the relationship between

predictor and response variables in the form of a first

order polynomial equation (Simon, 1977, p 71):
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V b0X0 + b1X1 + b2X2 + ... b~X~
where;

Y = Estimated performance
b
~ 

= Coefficients
X1 = Terms or variables

With an unreplicated, saturated, Resolution III screening design
of N observations and (N—i) variables, there is no estimate of
error. The term, b0X0 is the mean . Each main effect in

these designs is confounded with higher-order interactions

which are tentatively assumed to be negligible. Until more

data (in the form of a Resolution IV design) is taken, main
effects cannot be isolated from two—factor interactions.

Center Point Data

For the basic screening design, data is collected at

selected corners of a factorial space. Since each variable

is measured at two levels, no non-linear representation of the

experimental s:ace is possible. Often when human performance

is involved, a non-linear relationship between predictor and

response variables might give a more unbiased approximation

of the response surface. The next step in the paradigm is to

( determine whether or not a first-order model adequately

approximates the experimental space.

To test this, more data must be collected . Expanding

to a Resolution IV design provides some data regarding two-

f actor, linear—by—linear , interactions , but nothing about
the curvature of the space. To get this information econom-

ically, it is necessary to collect data at the center

- - 

- 
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of the experimental apace as defined by the critical variables
in the screening study. The coordinates of the center point

are (0,0,0...0) when the coordinates of the screening design

are combinations of the coordinates (±1 , ±1, ±1,... ±1).

Thus each variable will be measured at three levels (-1, 0, +1)

but not factorially. However , this additional information,

when combined with the original screening data, is enough to
test for the presence of quadratic effects in the data.

Individual quadratic effects cannot be isolated, for they
are all aliased into a single, composite estimate. But that

single source of variance is sufficient to provide the

investigator with the clue he needs to decide whether or not

he should collect still more data to isolate quadratic terms

of the critical variables.

Testing the Adequacy of the First-order Model

Unreplicated screening designs have no provision for

estimating the error variance unless untenable assumptions
about higher-order interactions are made. Replicating the

complete design to obtain an estimate is uneconomical and
actually unwarranted as long as data for the full factorial
has not been completed. A rough estimate of error can be

obtained by taking repeated measures at the center point.*

V _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

*There are advantages if multiple measures are taken at
the center of the design. Multiple measures permit a Lack
of Fit test to be made. They also provide a crude external
estimate of error, that could be compared with the internal
estimate based on the half-normal plot analyses (Simon, 1977,
Sections V and VIII. Another advantage is that it would
bring the precision of estimates of performance at the center

C (continued on next page)
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This measure of error combined in an F-test with the composite

measure of quadratic effects has been used to test the fit
of the model (Simon, 1970b, pp 32—33; 1977, Section IX.
However, usually there are so few degrees of freedom involved

that this F-test of statistical significance has little power

and to use it as a basis of j udging the adequacy of fit is
unwise (Simon, 1971, pp 30—33, 44—46; l976a, pp 14—18). The

proportion of total variance accounted for by the lack—of-fit

would be a more preferred criterion.

Since qualitative (categorical) variables cannot be

scaled, and therefore have no center, center points on a
screening design can only be located in the middle of the
space defined by the quantitative (and continuous) variables.

To include the qualitative variables in the study, there
would have to be one center point for each unique combination
of the qualitative variables (Simon, 1977 , p 51).

If, on the basis of the test, the investigator believes
that no quadratic model is required , he may consider the

equation derived from the screening design as an adequate
approximation of the experimental space.

If there is evidence of considerable lack of fit due to

curvature, the investigator must be prepared to collect

additional data: 1) to extend the screening study into a

• (continued from previous page)
of space closer to the estimates at other points in the
screening design. Other advantages of using multiple center
points have been described elsewhere (Simon, 1973, pp 131—139;
1976a,pp 21—27 , 35—41; 1977, Section III).
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Resolution V or higher-order plan; 2) to expand the range of
each factor to increase the degree of the equation approxi-
mating the experimental space. However, before he collects
any data, he sees what he can do to reduce or eliminate
higher-order effects.

Scaling and Transformation

With the introduction of center points and the possi-
bility of curvilinear relationships, the investigator is
forced to think carefully about the scale he will use to
represent each variable. With only two levels of each
variable, there was no problem. With three or more, then a
properly selected scale can change the apparent relationship

from non-linear to linear. The simpler model is

preferred when we are trying to map the response surface
since it reduces the number of observations required to do
so and also reduces the chances that aliased higher-order
effects might be non—trivial.

When data has already been collected , and it is dis-
covered that certain higher—order interaction effects are
non-trivial, an investigator may wish to eliminate them
through the appropriate transformation of the data. If this
ploy is successful, the investigator will not be required to
collect more data to isolate the special effects. Many
types of transformation, however, will not eliminate disordinal
interactions, in which case, the data collection effort would

have to be expanded to fit the more complex model.
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A number of papers have dealt with the problems of
scaling and transformation , but none have been applied
directly to the new experimental paradigm . Special problems
arise in applying transformations to multiple factors in
multivariate designs . Two techniques that bear further
investigation are those by Box and Tidwell (1962) and by
Bogartz and Wackwitz (1971) .

Extending the Screening Plan

Basic screening designs are Resolution IV plans, which
means that enough data has been collected to isolate each
main effect from the others and from all two-factor inter-

actions, but leave two—factor interactions aliaseci in sets of in-

dependent strings. Classical central—composite (response surface)
designs have used 2k p  fractional factorials of Resolution V 1
in which all main and all two—factor interaction effects are

isolated from one another. If an investigator believes it is

necessary to meet this condition completely , then he must

add to the original design. When the number of variables

under investigation is large, the step from Resolution IV to

Resolution V is not a small one . Pajak and Addelman (1975)

have determined the minimum number of Resolution III plans

required to build a Resolution V plan for various numbers of

• variables. Draper and Mitchell (1968, p 252) showed that

the maximum number of variables that could be studied with a

256 condition Resolution V design is 17.

On the other hand , if the investigator has taken the

proper precautions , he will have already isolated the disor-

dinal two-factor interactions as well as any three-factor

interactions in strings showing large, non-trivial effects .

U
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If all remaining effects are apparently* trivial, an investi-
gator may have the equivalent of a Resolution V design, since
all critical two—factor interactions have been isolated
(even if all two-factor interactions have not been). Any
polynomial written from that data would include terms repre-

senting each main effect, the isolated two-factor inter-

actions, and the strings, the effects of which are
composite effecthof the two-factor interactions within the

string.

Until proven untenable, the assumption is still made
that three-factor interaction effects are negligible. However,

when one wishes to approximate a response surface, unlike the

screening situation when it was only necessary to order the

variables and select the critical ones, if strings of

three—factor interactions appear non-trivial, it is desirable
to isolate those that are responsible for the large effects.

This distinguishes the response surface phase from the

screening phase, where isolation is not a requirement. Under

certain circumstances, an investigator may decide to use the

coefficient of the string effect rather than that of an

isolated critical interaction. This may not seriously degrade

the prediction in this case, since it is likely that a single

interaction will be responsible for the entire effect. The

I

*The effect of a string of interactions may appear
trivial , yet individual interactions within the string may
not be. This would happen if a large positive and large
negative effect in the same strings canceled one another.

C
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investigator is always faced with decisions of this sort --
weighing the cost of the added data collection against the
anticipated increase in predictive precision.

If it were possible to anticipate which two-factor inter-
actions might be important, an investigator could use Whitwell
and Morbey ’s (1961) “reduced designs of resolution five,”

with which only certain two—factor interactions are estimable

and some effects may not be orthogonal. The reduced design

improves the economy in data collection when the Resolution V
requirement is to be met.

SECOND-ORDER RESPONSE SURFACES

If we are satisfied that a first-order model or a

model with two—factor interaction but no quadratic terms
does fits the data, then the third phase of the research
process is actually complete at the end of the screening

process. However, if an investigator finds that quadratic
terms are needed to fit the data he will have to increase the

number of levels examined for each variable. To do this

economically and yet be able to extract the information
required to construct the second-order polynomial, the inves-
tigator could employ a “central-composite design” (Simon,
1970; 1976a)

A central-composite design is composed of a Resolution V
fractional factorial at selected coordinates (±1 , ±1, ... ±1),
some repeated measures at the center (0, 0,... 0), and the

points of a measure polytope at coordinates (±a , 0,... 0),
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(0 , ±a,... 0),... (0,0,... ±a), where a is a distance from
the center greater than 1. This allows each variable to be
measured at five levels: -a, -1, 0, +1, +a, although not
factorially in the central-composite design. Instead, the
geometric distribution of the data collection points is in

the form of a hypersphere. The numerical value of a is
determined by other characteristics of the design (Simon,
1973 , pp 131-139). With central-composite designs there is

sufficient data to approximate a second—degree polynomial
with linear, quadratic, and linear-by—linear interaction
terms. There are enough extra degrees of freedom (with
repeated measures at the center) to test the adequacy of this

second—order model.

Non—critical Variables

While critical variables would be included in the response
surface design, other candidate variables would be held
constant and the value of each recorded. Theoretically, it

matters little what value is used for the trivial variables

as long as they lie between the limits of the original

screening study. Still, in case it becomes necessary to
expand the design by collecting more data, the fractional

factorial portion should employ fixed values that would

correspond to established data points were the study to

continue. This use of a “Standard Factors Check List” is

fundamental to the development of a modular data base (Simon,

1971, pp 99—102).

While central-composite designs are simple to construct

and to understand , an investigator will need alternative

response surface plans in his repertoire to meet special
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situations that might arise. Non-symmetrical (i.e., two and

three or four levels) designs are described by Draper and

Stoneman (1968). Less optimum asymmetric designs are

described by Lucas (1974). Roquemore (1976) describes more

economical (e.g., 46 versus 79 point 7-variable design)

hybrid designs for quadratic response surfaces. Sequential

third-order designs may be employed if that order model can

be anticipated (Simon, 1975, p 146).

Replicating the Second-order Design

There may be some value in replicating second-order de-

signs to improve the precision of the estimates at the
extremes of the experimental space. Complete replication

is not necessary. To keep the economical quality of these

experiments, partial replication of response surface designs
may be employed (Dykstra, 1960, Patel , 1963).

Testing the Adequacy of the Second-order Model

The adequacy of the second-order model should be examined

by a “lack of fit” test (Simon, 1977, Section IX). If the

fit is still not sufficient, and the transformation technique

mentioned earlier does not correct the matter, still more

data will be required to form a higher-order polynomial.

Since the source of variance referred to as “lack of fit”

in this analysis is in fact strings of higher-order interac-

tions, (Myers, 1971), an investigator may be able to isolate

which string and which three-factor interaction is contribut-

ing to the lack of fit using the same techniques employed to
isolate critical two—factor interactions in strings.
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ANALYZING CONTROLLED AND UNCONTROLLED VARIABLES TOGETHER

Up to this point, the discussion on analysis has over-

looked the fact that some variables can ’t be controlled or
manipulated yet might have a critical effec t on performance .
These variables will not have been included in the syste-
matically designed screening plan. They can however be

treated as covariances to the systematic design and analyzed

accordingly. On the other hand , when there is a sizeable
number of these uncontrolled variables , it would be more

efficient, as well as more informative, if all the variables —-
uncontrolled and manipulated -— were treated together as one

set of var iables and analyzed using “ridge regression ”

(Simon, 1975a, pp 33—51).

Ridge regression analysis is an improved form of multiple

regression that produces equations with more stable , more
meaningful coefficients, that are closer to the true coeffi-

cients and capable of estimating performance with smaller
mean square error than conventional multiple regression
analysis will do. Analyses of studies with multiple predictor

variables, both the uridesigned and the designed variety , and

multiple response variables , can employ canonical ridge
analysis (Carney , 1975).
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IX, PHASE FOUR: EQUATION REFINEMENT

In this phase, the investigator tries to improve the
quality of the initial equation. He may attempt this immedi-

ately after Phase Three or after he has had feedback from
Phase Five. Some refinements that might be considered are

discussed here.

REDUCING THE UNEXPLAINED VARIANCE

An equation based on the critical variables and some

marginal ones may still leave 20% of the variance unexplained.

The investigator will want to try to reduce this by identi-
fying sources of variance that may account for it. He will
have to do this by first hand observation of the task being

performed, noting those cir cumstances when performance
deviates considerably from the predicted score on each trial.*

Any discovery must represent a hypothesis to be subsequently
tested.

IMPROVING THE FIT OF THE RESPONSE SURFACE

Although an effort is made to find an equation that fits

the data, it still is an approximation over the total surface.

Part of the unexplained variance may be due to a lack of fit
occurring in specific sections of the response surface* Poor

fit is most likely to occur at the extremes of the space where

*Residual analysis (Anscomb e and Tukey, 1963; Daniel and
Wood, 1971) is useful for detecting these circumstances.
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less data is ordinarily taken, or at points on the surface
where the rate of change is high. Extra data might be

collected at these points to see if the shape at the curve

can be improved further.

CONFIDENCE LIMITS

Replication of experimental designs has been discouraged
up to this point. However, once an equation has been derived
that is considered to be a reasonable representation of the
space , it is informative to know the confidence limits both
within and between operators. Since subject variables are

included in the equation and presumably account for most of

the variation between individuals , the confidence limi ts will
be based on only minor variations among presumably homogeneous

persons. It may be anticipated that different classes of

operators will differ in variability and different confidence

limits must be determined for each class.

EXPANDING THE EXPERIMENTAL SPACE

For numerous reasons, an investigator may wish to go be-

yond the original experimental space. He may wish to add a

new dimension (variable) or he may wish to expand the range of

an existing variable. He may wish to examine performance in a
corner just outside the hypersphere space covered by the
central—composite design. The original equation provides a

basic framework on which any new data can be “hung.” In ad-

ding data points beyond the original experimental space, some

data points within that space should also be included in the

add-on design.
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X. PHASE FIVE: VERIFICATION
I

Too many human factors experiments performed in the

laboratory are never verified in the field. Results are

published and some data finds its way into handbooks without
ever having been tested operationally. In most cases, how-
ever, these are component results , often trivial , which
probably will have relatively little effect on system per-

formance in the long run. Generally they are sufficiently

simple that an investigator can use his “conunon sense” to

evaluate their effectiveness. On the other hand , if the new
paradigm is followed, the results will appear in the form
of a complex equation, not readily subject to “common sense ”

evaluation. It must be validated in the field .*

Validation serves two purposes:

1. It determines how good the equation is.

2. It determines how bad the equation is.

In an iterative research program, knowing what remains

to be accounted for is very important for it signifies that

there is still more to be done. If the proportion of

*Psychologists have been prone to “evaluate ” results
from laboratory experiments with results from other labora-
tory experiments. This is not acceptable for human factors
engineering research since the biggest danger -- whatever
precautions were taken in Phase One -- is that the laboratory
simulation may be an oversimplification of field conditions
or that variables nominally the same are in fact quantita-
tively different. Evaluation must be based on field studies
under realistic conditions.
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unexplained variance is large, the investigator should search
for new variables, higher-order terms in the equation, im-
purities in his data collection , and/or errors in his analysis.
Studying the residuals may provide some clues (Anscombe and
Tukey, 1963; Daniel and Woods, 1971).

Evaluating the equation operationally does not mean that

every data point in the experiment must be repeated in the
field. Instead , verification might be performed by taking
only a few representative points distributed within the

experimental space. Empiri cally derived equations are not
intended to predict performance outside the experimental

space; to do so is dangerous.

Verification studies in which prediction scores are

compared to scores obtained under actual operational condi-

tions would not require elaborate designs. The sampling

process may be systematic , but need not be. It may be at

points of specific interest to the investigator or in the

general case , at points literally selected at random through-

out the space. An important principle here is: Given a

limit on the number of observations that can be made, better

information will be obtained by sampling many different
points rather than replicating only a few points. For the

first time in the entire research sequence, tests of stat-

istical significance might appropriately be employed . Simple

linear correlations and t-tests between the values obtained

empiricall y and those estimated from the equation will enable
a judgment to be made regarding the accuracy of the prediction.
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As in any empirical verification process, one must be

assured that the empirical circumstances are representative

of the ones presumably being predicted by the equation. If

not, then it means that critical variables have been omitted

from the equation or that the data collection in the real
world was unnecessarily messy. All this means is that the

investigator must remain observant at all times to be

assured that what he wants to measure, what he thinks he is

measuring , and what he should measure are all the same.

For each observation point, the value of each critical
variable under operational conditions should be recorded .

In fact, it would also be worthwhile to record the values
under operational conditions of the other candidate varia-
bles that were not critical for the present task. They
may be critical in related tasks and keeping the values
recorded in both the laboratory and the field enables a
solid data base to be built and used.
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XI. CONCLUSIONS

A new paradigm has been proposed which, when properly
used, will increase the chances that data collected in the
laboratory will predict with reasonable accuracy performance

in the field. Furthermore the data will be collected in a

way that permits a modular data base to be constructed . The

chief features of the new approach are that it uses the

manipulative approach in a holistic context and is capable

of performing large multifactor experiments economically.

As presenced here, the paradigm should be viewed as a

total research strategy rather than a set of discrete experi-

mental techniques. Because sections of the paradigm were

described segmentally in earlier papers , some investigators
have inappropriately used a single section as a finished
experimental plan , often confounded with traditional tactics.

In spite of the fact that some segments have never been
fully worked out within the context of the paradigm (as

indicated by the referencing code in the text), the approach
is at a workable stage. It can be used now. While modi-

fications may be expected in specific techniques as more

experience is gained , the philosophy and to some extent
the overall strategy can be expected to remain relatively

intact. These are the elements that make the new paradigm

a viable and powerful research tool.

C
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APPENDI X I

PHILOSOPHICAL DIFFERENCES BETWEEN OLD AND NEW
EXPERIMENTAL PARADIGMS FOR HUMAN ENGINEERING RESEARCH

Comments (from the text on “Research Techniques in Human
Engineering”) representing the traditional experimental
philosophy were cited on page 25 of this report. The cor-

responding philosophy of the new approach is given in

contrast below.

1. Box and Hunter (1958, p 139) have stated that

“the only time an experiment can be properly

designed is after it has been completed .” They

note the indeterminants of most research and the

dangers and difficulties of devising experiments

that “proceed in accordance with some set of

unalterable rules.” To handle this paradox,

therefore, they suggest: “In practice, what one

can do is proceed sequentially and have available

at each stage a variety of useful techniques

which will help the experimenter to decide what

to do next.” This process of experimental

iteration is fundamental to the new paradigm.

2. Some measure of random error is desirable , but

not always necessary if the cost of obtaining it

exceeds its immediate value. During the

screening phase, when a large number of variables
is being investigated and observations are at a

premium, the measure of random error is of minor
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importance. Examining a great number of poten-

tially critical variables will be expected to

reduce the bias error (which many psychologists

have included in their measure of random error);

no test of statistical significance is required

at that time since variables are being compared

according to the size of their relative effect

on performance. Rough estimates of error can be

obtained “internally ” through the use of

graphic plot techniques.

3. Confounding variables can lead to interpretation

problems. Confounding sources of variance is a

fundamental procedure of the new paradigm, when
the sources are from different orders of the

total variance package, i.e., main effects, inter-
actions , and so forth. Also, in the early phase
of a research program when empir ical ef forts to
identify critical variables require group

screening techniques, rational confounding is a

necessity.

4. Factorial designs are among the most wasteful

designs that can be employed in behavioral research.

Seldom if ever will the effects of higher—than-
• three—factor interactions have to be isolated ,

so collecting the data required for a complete

factorial serves no useful purpose. Fractional

factorials are useful and are basic blocks in the
ç iterative process noted in Item #1 above.

5. Holding relevant variables constant will result

in a “clean” experiment, in the sense that the
effects of the variables of interest will not be

confounded with those held constant. However, if
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the data were to be used to predict to the opera-

tional situation where the variables being held

constant are not at the values selected for the

experiment, a bias error will be introduced
into the prediction. By finding ways of studying

a very large number of factors, the new paradigm
tries not to have to hold any operationally

critical variable constant in the experiment in

the function-writing stages. For validation of

particular conditions , however , the procedure
would be used.

6. One should not “handle” individual differences

by testing a large number of subjects. The

reasons that individuals perform d i f fe rently on
a particular task should be identif ied and
included as an experimental variable. To fail

to do so reduces the prediction power of the

exper imental results, and may fai l  to identi fy
important subject-by-condition interaction.

7. When critical personnel factors have been

removed , a truly homogeneous subject population
should remain , making the uneconomical replica-
tion of the basic design less necessary . At the

- • 

-end of the experimental process, a measure of
the fiducial limits would be made, but this

should be possible with a relatively few sub-
jects, particularly if the preceding steps have

been properly taken.
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